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By making use of steady-state analysis of the fault propagation behaviors in process systems, im- 
provements of the digraph-based techniques for faulbtree synthesis have been achieved. In particular, 
generalized subtree structures have been developed for variables associated with nodes on feedforward 
and feedback loops and a preliminary loopsearching computer algorithm has been worked out. These 
techniques are integrated in a fault-tree construction procedure which is also presented in this paper. 
This revised procedure has been implemented in a number of application examples. The results 
show that the proposed approach is not only feasible but also capable of identifying correct causes 
of the top event which are missing in the fault trees obtained by the conventional operators. 

Introduction 
Increasing pressure from the society, more and more 

stringent government regulations, and the trend toward 
large and complex chemical plants have led to an un- 
precedented demand for a rigorous approach for identif- 
ying the causes and likelihood of the occurrences of un- 
desirable events within a process. One of the principal 
methods used for hazard identification and assessment is 
faulbtree analysis (FTA) (Lee et al., 1985). Although FTA 
has been successfully applied in the chemical process in- 
dustries, its use has not become as widespread as its earlier 
proponents had predicted. One of the fundamental 
problems appears to be that the synthesis of fault trees 
is a tedious and difficult task which requires skills beyond 
those normally possessed by process engineers. Thus, it 
is attractive to develop a systematic, computer-based 
method for fault-tree construction as an aid. 

To facilitate the synthesis of fault trees, a variety of 
strategies have been devised; e.g. those employed transfer 
functions (Fussell, 1973), decision tables (Salem et al., 1977; 
Kumamoto and Henley, 1979), digraphs (Lapp and Pow- 
ers, 1977), reliability graphs (Camarda et al., 1978), sig- 
nal-flow graphs (Kumamoto et al., 1981) and mini-fault 
trees (Kelly and Lees, 1986a-d; Khan and Hunt, 1989), etc. 
In essence, the approaches adopted in these studies are 
quite similar. These suggested fault-tree construction 
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algorithms are all developed from qualitative system failure 
models of one form or another, which can be assembled 
by connecting the failure models of the individual com- 
ponents (units) in the system. One of the most popular 
models used by the practitioners of FTA is the digraph. 
Numerous studies concerning the applications and mod- 
ifications of this technique have been published in the 
literature (Shaeiwitz et al., 1977; Chamow, 1978; Lambert, 
1979; Lapp and Powers, 1979; Allen and Rao, 1980; Cum- 
mings et al., 1983; Allen, 1984; Andrews and Morgan, 1986; 
Andrews and Brennan, 1990). A digraph provides an in- 
termediate step which gives explicit relationships between 
the process variables, human errors, and equipment failure 
events, from which the fault tree can be constructed. This 
method offers a structured approach which is well suited 
for modeling systems with control loops, where a set of 
sub-tree structures (operators) can be applied. 

In general, the digraph-based techniques are quite 
powerful and have been applied to a number of realistic 
systems. However, there are some pitfalls which have been 
encountered by others while using this approach (Andow, 
1980,1981; Galluzzo and Andow, 1984). Although some 
of these problems have been addressed recently (Shafaghi 
et al., 1984; Powers and Lapp, 19871, difficulties still exist 
in the application of this method to complex process 
systems. This is mainly caused by the tangled control and 
process feedforward (FFL) and feedback (FBL) loops in 
these systems. Incorrect fault trees may be generated if 
the existing techniques are applied carelessly. On the other 
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Figure 2. (a) Digraph representing the causeeffect relatione of 
fault propagation. (b) The fault tree structure (structure 1) corre- 
sponding to digraphs with the configuration of a tree. 

representation should be a node without inputs. The 
outward edges of such nodes are directed to process var- 
iables. A typical digraph model can be found in Figure 
la, where xl and x 2  are process variables and f is the fault 
or failure of type A. The effects of these types of 
faults/failures can be determined by assigning a nonzero 
value (il or f10) to f ,  and the values of the other variables 
in the digraph can then be evaluated accordingly. Notice 
that, in an analysis of these effects for the purpose of 
classification, the implied assumption is that no other 
failures exist simultaneously. Thus, the value of x 2  may 
be affected not only by f but also by xl, only if both x1 and 
x 2  are on the same FBL. 
Type B. The digraph configuration of component 

failures such as sensor failing high or control valve failing 
close is actually the same as that of type A. However, their 
effects should be analyzed differently. If a failure of type 
B v> occurs, then x2 is always a f f d  by f only, even when 
both x1 and x 2  are on the same FBL. 
Type C. Component failures such as sensor stuck or 

control valve stuck should be modeled by conditional edges 
with zero gain. An example can be found in Figure lb. 
The occurrence of a failure of this type only changes the 
configuration of the system digraph; i.e. the edge between 
nl and x 2  can be considered as nonexistent. The state 
variables of the system remain at the normal levels without 
additional disturbances. 

Type D. Component failures such as controller reversed 
(from direct action to reverse action or vice versa) or 
control value reversed (from air to open to air to close or 
vice versa) can also be represented by conditional edges. 
An example of such failures is presented in Figure IC, 
which is also represented by a change in the conf@ration 
only. Obviously, the occurrence of a failure of type D 
changes the direction of the effects of an additional fault 
(if it occurs) propagating from x1 to x 2  

Implications of Loops in Fault-Tree Synthesis 
The problem of representing fault propagation mecha- 

nisms in a fault tree is now considered. In the process of 
fault-tree synthesis, the input and output events repre- 
sented by a digraph are, in general, connected by the logic 
relation of an OR gate. For example, if one considers the 
digraph model presented in Figure 2a, then the corre- 
sponding fault tree can be obtained accordingly (Figure 
2b). In other words, the effect of the occurrence of one 
input event is considered to be independent of that of 
another. The realization of any of the input events alone 
can cause the output event. However, if the output is a 
node on a loop in the digraph model, structure I is no 
longer applicable. 

From a purely structural view point, two types of “loo&’ 
are important for constructing fault trees, i.e. feedfomard 

C 

Figure 1. (a) Digraph representation of a type A fault or failure. (b) 
Digraph representation of a type C failure. (c) Digraph representa- 
tion of a type D failure. 

hand, the signed directed graph (SDG) has long been 
utilized as a tool for developing fault diagnosis techniques 
(Iri et al., 1979; Shiozaki et al., 1985). In recent years, 
additional new insights in using SDG to model fault 
propagation behaviors in process systems have been pub- 
lished ( h e r  and Palowitch, 1987; Oyeleye and Kramer, 
1988; Chang and Yu, 1990; Qian, 1990). Thus, there are 
incentives for a detailed study to explore the possibility 
of revamping the conventional digraph-based fault-tree 
synthesis algorithm at the present time. 

On the basis of a steady-state analysis of the fault 
propagation behaviors in chemical process plants, the 
digraph-based techniques have been improved in this 
study. More specifically, generalized fault-tree structures 
(operators) corresponding to various digraph configura- 
tions, i.e. tree, feedforward loop, and feedback loop, have 
been developed for systems with both control and process 
loop. Furthermore, since the failure models for a realistic 
system are so complicated that manual identification and 
classification of loops becomes unreliable, a preliminary 
computer algorithm has been completed in this work to 
overcome this difficulty. Finally, the Lapp-Powers al- 
gorithm for faulbtree synthesis has been modified and has 
been applied to several realistic examplee to demonstrate 
the feasibility and effectiveness of the suggested approach. 

Classification of Faults and Failures 
One of the primary objectives of constructing a fault tree 

is to identify the mechanisms by which the undesirable top 
event could occur. Thus, a detailed steady-state analysis 
of the effects of the initiating basic events, i.e. the faults 
and failures, becomes extremely helpful for this purpose. 
As mentioned before, a digraph explicitly describes the 
qualitative cause-effect relationships between the devia- 
tions in process variables (represented by 0, fl, or f10) 
and component failures (represented by 0, 1, or 10) (Lapp 
and Powera, 1977). In order to qualitatively simulate the 
propagation of faulta/failures in process systems using 
digraphs, one hae to be able to appropriately model these 
initiating events and their effects. Generally speaking, the 
faults and failures in a process plant can be classified into 
four typea based on their digraph representations and, also, 
the pattern of their propagation in the system, as follows. 

Type A. For faults such as disturbances in the process 
variables or partial component failures (i.e. degradation 
in the equipment’s performance) such as a small leak or 
a partial plug in a control valve, the corresponding digraph 
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Figure 3. (a) Negative feedforward loop (NFFL). (b) Negative 
feedback loop (NFBL). 

loops (FFL-two or more paths from one node in a digraph 
to another different node in the digraph) and feedback 
loops FBL-a path through the nodes in a digraph which 
starts and terminates a t  the same node). The first case 
considered is when an output event xo is the terminal node 
of a “negative” feedforward loop (NFFL); i.e. the signs of 
the products of the edge gains on the paths in a FFL are 
not the same. A typical example is presented in Figure 
3a. Then, any change in the variable xi which starts the 
FFL creates two opposite effects simultaneously. Without 
further information about the system, one cannot deter- 
mine the sign of deviation (+, -, or 0) of x ,  based on the 
digraph model alone. 

Next, consider the case when x,  is on a negative feedback 
loop (NFBL), i.e. a FBL on which the product of the edge 
gains around the loop is negative (see Figure 3b). Notice 
that, although the gain of the edge between xi and x ,  is 
positive, the product of the gains on the path xi - x ,  - 
x1 - x2 - x 3  - x,  is negative. Again, two opposite effects 
on x ,  are generated by any change in xi. Thus, erroneous 
fault trees will be produced if structure I, which includes 
only the logic relation of an OR gate, is employed for 
systems with NFFL and/or NFBL. 

Remember that a digraph is nothing but a qualitative 
model of the physical system which represents the rela- 
tionships among the process variables. Loops are formed 
as a result of assembling various different component 
digraphs in the system. These loops can also be classified 
according to their functions, i.e. control loops and process 
loops. The control loops in a digraph can be identified 
easily by searching for the nodes that represent the vari- 
ables in control systems. Since these systems are specified 
by process and instrumentation engineers during the de- 
sign stage of a chemical plant to achieve certain operational 
requirements, their locations in a digraph should be con- 
sidered as known information. On the other hand, the 
process loops are caused by the complex relations among 
system variables. These loop variables can be operating 
parameters (e.g. pressure and temperature) in the process 
and, also, signals in control systems (e.g. air pressure to 
a control valve). In general, one cannot identify these 
process loops directly from a piping and instrumentation 
diagram (P&ID). 

Therefore, in applying the digraph-based techniques to 
synthesize fault trees for design a realistic process system, 
one is often confronted with the problems of handling 
feedforward and feedback and the task of identifying and 
classifying various different loop configurations in a di- 
graph. 

Generalized Fault-Tree Structure for 
Feed-Forward Loops 

The digraph in Figure 4a is considered next, which 
represents the behavior of a fictitious system. Notice that 
this digraph is a process feedforward loop. As mentioned 
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Figure 4. (a) Pwitive feedforward loop (PFFL). (b) Corresponding 
fault tree obtained by structure I. 

b 

X1 XO a, 5 2  /,A 
XOIf+’) 
OR 

I 

XI(-l) XP(+I) 
I I 

X1f-I) Xl(+I) 

Figure 5. (a) Negative feedforward loop. (b) Corresponding fault 
tree obtained by structure I. 

before, the emphasis of earlier studies is mainly on control 
loops. There is no formal procedure established for proceas 
feedfornard loops or FFLs in general. Thus, without other 
available tools, one is forced to use structure I in this case. 
The result is presented in Figure 4b. One can see that the 
basic event “xi(+l)” appears in both branches of the fault 
tree. Despite the fact that the same events are repeated, 
the minimum cut set is acceptable, i.e. (xi(+l)). However, 
if one applies structure I to the negative process feedfor- 
ward loop presented in Figure 5a, the result in Figure 5b 
can be obtained. Clearly, since the minimum cut sets 
{xi(+l)) and {xi(-l)) are mutually exclusive, this fault tree 
is erroneous. 

From the definition of a FFL, it is quite obvious that 
the disturbances that enter the starting node of a FFL can 
propagate through various different paths to affect the 
variable associated with the terminal node. In a (negative) 
control feedforward loop, these effects will cancel out as 
a result of the regulatory action. A well-established 
“operator” has been used to develop fault trees in this 
situation (Powers and Lapp, 1987). However, without 
additional process information, the net effect of this dis- 
turbance is indeterminable in a negative process feedfor- 
ward loop. Further, this net effect may be changed if the 
values of some of the gains on the FFL vary because of 
events such as equipment failure and/or human error. 

In this research, component malfunctions that reverse 
the signs of edge gains (a type D failure) on the paths of 
a FFL were not considered, because these kinds of failures 
can be almost always eliminated by preventive inspection 
before the startup of the system. Also, since the proba- 
bility of simultaneous occurrences of two or more com- 
ponent failures of type B, C, or D in a FFL is quite low, 
the possibility of such events was ignored in constructing 
the corresponding fault trees. On the basis of the above 
assumptions and the operator previously used for control 
loops (Powers and Lapp, 1987), a modified version of the 
existing technique has been developed in this study for 
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Figure 6. (a) Generalized fault tree structure (structure 11) used for 
the output variable deviation (*1) associated with the terminal node 
of a FFL. (b) substructure IIA. (c) Substructure IIB. (d) Sub- 
structure IIC. 

variables associated with the terminal nodes of FFLs in 
general (see Figure 6a-d). 

This generalized faulbtree structure is applicable to both 
control and process FFLs. In the case of control FFLs, 
since the net effects of deviations “il” in the starting node 
can be regarded as zero, the events that appear in sub- 
structure IIA should be those corresponding to deviations 
“f10”. As a result, fault trees obtained by structure I1 are 
the same as those constructed by the conventional operator 
(Andrew and Morgan, 1986; Powers and Lapp, 1987). On 
the other hand, since deviations fl in the variable asso- 
ciated with the starting node of a process FFL may gen- 
erate a net effect of magnitude 1, fault trees of a different 
form can be produced by applying the same structure 11. 
In the implementation of this structure for synthesizing 

iJX’ h i l  
f -l\ \ 

b X l ( i 1 )  
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Figure 7. (a) A complex FFL. (b) Corresponding fault tree obtained 
by structure 11. 

fault trees of positive process FFLs, the drawback of 
structure I, i.e. repeated events, can be avoided and, thus, 
the resulting trees can be simplified greatly. When it is 
applied to negative process FFLs, the erroneous logic re- 
lations created by structure I can also be eliminated com- 
pletely. Further, it  can be shown that when applied to 
complex FFLs with three or more paths, this proposed 
approach yields more appropriate fault trees than those 
obtained by the conventional operator. 

In synthesizing fault trees by structure 11, one may find 
that the inputs to substructures IIA and IIB are not basic 
events. Naturally, the tree needs to be developed further 
from these nonbasic events using structure I. Notice that 
event “xo(il)” or “x,(flO)“ in structure I1 may be asso- 
ciated with the terminal node of more than one FFLs in 
digraph. Thus, it is possible that, in the process of de- 
veloping the nonbasic events of substructures IIA and IIB, 
another starting node is encountered. If this is the case, 
the corresponding input event should be removed from the 
fault tree. In addition, if its output does not have any other 
input attached, the output should be deleted also. The 
same steps are repeated until the above condition, i.e. the 
output is without inputs after deletion, cannot apply. 
Similarly, in the process of developing the nonbasic events 
of substructure IIC, the same procedure should be carried 
out if a starting node of another FFL is reached. 

The fictitious system in Figure 7a is used aa an example. 
Here, “a(O).” represents a type C failure. The corre- 
sponding fault tree can be easily developed using structure 
I1 (see Figure 7b). A more detailed flow chart of the 
faulbtree synthesis procedure can also be found in Figure 
14 of this paper. Notice that the symbols ‘X” indicate the 
branches in the fault tree which must be removed as a 
result of implementing the deletion procedure mentioned 
in the previous paragraph. The symbol ”?” denotes that 
the sign of deviation associated with the starting node of 
a negative FFL is indeterminable. Generally speaking, the 
net effect of FFLs can be estimated from a mathematical 
model of the system, on-line measurement data, or oper- 
ating experiences of the plant engineers and operators. 
Notice that negative process FFLs of the same structure 
may represent systems with the same P&ID but the net 
effects may be opposite in direction due to different design 
parameters and/or operating conditions (Hwang, 1991). 
Thus, the values of ? may be interpreted as “+”, “-I, or 
“0” and should be assessed on a case-by-case basis using 
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Table I. New Interpretations of Gains between Regular 
LOOD Variables 
~ 

gain input output 
+1 e e 

-1 e e 
e e 

e e 

additional quantitative process information. 

Genevalized Fault-Tree Structure  for Feedback 
Loops 

First the fault-tree construction approach adopted 
this work for Dositive FBLs is outlined. In the case 

in 
of 

process loops, ‘the regular structure I should be applied 
except a termination criterion must be introduced to avoid 
repetition in the fault tree. The positive control FBLs are 
caused mainly by incorrect design or installation mistakes. 
As mentioned in the previous section, these faults can be 
detected by proof-testing before startup and, thus, have 
been neglected in all examples of this study due to their 
low probability. 

Second the fault propagation behaviors in a standard 
negative control FBL presented in Figure 8 are analyzed. 
In this figure, s1 is the sensor signal, x z  represents the 
controlled variable, x 3  is the manipulated variable, s4 de- 
notes the output signal from the controller, and dl, d2, d3, 
and d4 represent the disturbances which enter the control 
loop at  their respective locations. As mentioned before, 
any one of these disturbances generates two opposite ef- 
fects, and, in this case, the net effect is zero if the control 
loop functions properly. For example, without loop com- 
ponent failures, the event “d2(+l)” causes “xz(0)”,  “sl(0)”, 
“s4(+l)”, and “x,(l+)” at the new steady state. This special 
behavior of negative control FBLs creates a problem in 
simulating fault propagation; i.e. the cause-effect relations 
are not consistent with the individual edge gains specified 
in the digraph. Furthermore, if one is interested in iden- 
tifying all the possible causes of the event x3(+l), then 
implementation of the conventional operator fails to serve 
this purpose. In particular, the fault tree constructed by 
the existing techniques does not contain some of the ap- 
parent reasons for x3(+l), e.g. dz(+l) under the condition 
that the control FBL operates normally. 

In this research, the approach suggested by Iri et al. 
(1977) has been adopted to describe the special behavior 
of negative FBLs; i.e. two additional states “e” and “e” 
are introduced in addition to 0, fl, and *lo. The symbol 
e (or e) is interpreted as the state of a variable which 
would have a value +1 (or -1) without feedback but does 
not appear abnormal at the new steady state due to the 
regulatory action. Using this new set of state values, one 
can represent the cause-effect relations in a negative FBL 
more accurately. Notice that although the levels of edge 
gains remain unchanged, their interpretations must be 
expanded according to Table I. The original interpreta- 
tions of gains between the deviations fl and f10 are still 
allowed and, thus, not repeated in Table I. 

Table 11. New Interpretations of Gains between Sensor 
Outputs and Controller Outputs 

gain sensor output controller output 
+1 e +1 

e -1 
-1 e -1 

e +1 

Table 111. Patterns of Variable Deviations in Control FBLs 
Corresponding to Disturbances of Value + 1 

disturbance s, x2 S4 

di(+l) e -1 +1 +1 
dA+l) e e +1 +1 
&(+I) e e e -1 
d,(+l) e e e e 

In addition to the above modifications, the special 
characteristics of the relation between the sensor output 
s1 and the controller output s4 need to be analyzed further. 
The cases of proportional (P) and proportional-integral 
(PI) controllers are considered: 

c .I 

s4( t )  = K , l e ( t )  + : i t e ( t )  dt ]  = 
r 

In the above equations, the set-point value stp is assumed 
to be equal to the value of s1 at normal operation, which 
is zero by definition. Since e( t )  = sl(t) - stp, the error e( t )  
reduces to sl(t) in both equations. A well-known property 
of P-controllers is that offset may exist when a disturbance 
of constant magnitude enters the system. However, if the 
controller gain K, is high enough, this offset can be reduced 
to a level which should be regarded as e or e. Since the 
magnitude of K ,  is large, it is highly possible that the 
deviation in s4 is still significant and should be interpreted 
as fl .  If a PI-controller is used, one can conclude from 
eq 2 that the value of s4 may still be nonzero even when 
the sensor output returns to its normal level. Thus, the 
digraph models of controllers in negative FBLs should be 
treated differently. In particular, additional interpreta- 
tions of the edge gain between the sensor output s1 and 
the controller output s4 should be introduced according 
to Table 11. Again, only new interpretations are tabulated. 
The original interpretations of gains fl and the ones listed 
in Table I are still allowed between s1 and sq. For the sake 
of brevity, they are not repeated here. Notice that since 
the digraphs are not suitable for describing dynamic be- 
haviors, these tabulated values are the ones established 
at  new steady states. 

The node a t  which a disturbance enters the negative 
control FBL is now considered. As mentioned before, the 
variable associated with this node is eventually affected 
in two opposite directions. As a result of the regulatory 
action of the control loop, the two effects cancel out and 
the variable should be assigned with the value of e or e, 
depending on the direction of the disturbance. The pat- 
terns of deviations in the loop variables of the standard 
NFBL are summarized in Table 111. Each row in this 
table corresponds to the deviations reached at  the new 
steady state after one of the disturbances, di(+l), i = 1, 
2, 3, 4, is introduced. 

Several interesting features can be observed from Table 
111; i.e. (1) a path is formed by the loop variables with the 
values e and/or e, (2) the starting node of this path is the 
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is 10 (e.g. control valve failing open), the deviations in the 
loop variable can be determined simply by making use of 
the conventional interpretations of the edge gains. For 
example, the event “control valve failing open” produces 
the following pattern: x2(+10), sl(+lO), s4(+10), and x3-  
(+lo). 

Although the occurrence of type D failures will not be 
considered in all examples of this study, it is still desirable 
to reserve options for including such events in the gener- 
alized fault-tree structure. Thus, a brief analysis of their 
steady-state effects is also presented here. Since, in this 
case, the NFBL is converted to a PFBL and becomes 
unstable, the values of loop variables are all driven to +10 
or -10 according to the edge gains on the PFBL. For 
example, the event “controller reversed” creates two pos- 
sible outcomes, i.e. (i) s,(+lO), x2(+10), x3(-10), s4(-10) and 
(ii) sl(-lO), x2(-10), x3(+10), s4(+10). Patterns of fault 
propagation corresponding to other type D failures can be 
determined in a similar fashion. 

For a summary of the analysis presented in this section, 
a modified fault-tree structure (structure 111) has been 
developed for NFBLs. Its substructures are presented in 
Figure 9a-c. In substructure IIIA, the part labeled by 
“(a)” represents component failures that cause reverse 
gains in NFBLs (type D). As mentioned before, these 
types of faults are neglected in all examples of this paper. 
Also, the values of the local disturbances indicated by “(b)” 
should be determined by using the original standard in- 
terpretations of the edge gains. 

New features developed in this study are marked by 
“(c)”, “(d)”, “(e)”, and “(f)”. The part indicated by (c) 
should follow the interpretations provided in Table 11; i.e. 
this branch of the fault tree exists only when the output 
x ,  is the controller output. Note that the symbol “0” 
represents the value or e. In substructure IIIC, the 
values of inputs on NFBL (marked (d)) must satsify the 
cause-effect relations defined in Table I, and, on the basis 
of Table 111, the magnitude of the local disturbance (la- 
beled (e)) to cause the event x , ( 0 )  should be 1. Since the 
loop variables above the controller output in the fault tree 
are guaranteed not to have the value 0, the patterns in 
Table I11 are always consistent with the branches in fault 
trees developed by structure 111. 

Notice that when x,(+l) (or ~~( -1 ) )  is used as the top 
event, results of implementing structure I11 actually in- 
clude causes of xo(+lO) also. This is reasonable since, if 
one is concerned with the hazardous effects of a moderate 
increase in x,, xo(+lO) should also be an undesirable event 
in most cases. However, if mutually exclusive cut sets are 
identified due to the inclusion of all the causes of both 
events, the ones corresponding to x,(+lO) should be ex- 
cluded. Thus, in the process of developing fault trees along 
NFBLs, special care has to be taken to determine the value 
of the local disturbance in substructure IIA (marked (f)) 
after the sensor output is reached. Not only its value 
should be f10 (the cause of x,(fl)) ,  but also the corre- 
sponding pattern of deviations in loop variables (see Table 
IV) should be consistent with the intermediate events 
above this disturbance in the fault tree. Thus, from Table 
I11 and Table Iv, it is clear that part (f) should be omitted 
when there is a parallel branch in the fault tree created 
by (4. 

Example 1. For illustration of the use of structure 111, 
the heat exchange between a hot stream H and a cold 
stream C in an exchanger EX1 is considered. In order to 
maintain the exit temperature of H at a constant level, the 
flow rate of H is adjusted via a negative feedback control 
loop, A simplifed flow diagram is presented in Figure loa. 

Table IV. Patterns of Variable Deviations in Control FBLs 
Corresponding to Disturbances of Value + 10 

disturbance s1 $2 x3 54 

di(+10) +1 -10 +10 +10 
d,(+10) +1 +1 +10 +10 
d3(+10) -1 -1 +1 -10 
dd(+10) -1 -1 +1 +1 

node where the disturbance enters, and (3) the terminal 
node is the one corresponding to the sensor output. For 
illustration purposes, a specific case is considered where 
disturbance d3(+l) enters the loop at  x3.  The reason for 
s,(@) is obvious, since control FBLs are designed to keep 
the sensor output (not the controlled variable) at  the 
set-point value. On the basis of the new interpretations 
listed in Table I, the values of x 2  and x 3  should be e and 
$, respectively. The variable x 3  is affected by both d3 and 
sq. Thus, the value of s4 should be -1 so that the positive 
effect created by d3(+l) can be cancelled and the down- 
stream sensor output can be maintained at  the normal 
level. Notice also that the value of s1 and s4 match the new 
interpretation of the gain +1 presented in the second row 
of Table 11. 

It may appear that the last pattern in Table I11 violates 
the rules specified in Table 11. However, if one takes into 
account the fact that the disturbance d4(+l) also enters 
the loop at  s4, this result is in fact quite reasonable. In 
this case, the positive effect of disturbance d4(+l) is ac- 
tually cancelled by the negative effect generated by sl(e), 
as implied by the second row of Table 11. 

Similar analysis can be carried for disturbances of the 
magnitude 10. The value 10 in this study is regarded as 
a “very large“ quantity according to its original definition 
suggested by Lapp and Powers (1977). A summary of the 
patterns of deviations in the loop variables, which are 
associated with disturbances of value +lo, is presented in 
Table IV. Notice that these disturbances are considered 
as “uncontrollable“ here. By definition, the effects gen- 
erated by a uncontrollable disturbance cannot be cancelled 
in a control NFBL. As a result, after one or more loop 
variables become saturated, a deviation of magnitude 1 
occurs in the sensor output. Also note that if a loop 
variable becomes saturated, the magnitude of its deviation 
(from the normal level) is regarded as 10 in this work. 
However, very large deviations in the loop variables do not 
always have to be saturated. In such cases, 10 is only a 
qualitative description about a deviation which is signif- 
icantly larger than 1. Thus, the range of actual value that 
can be classified as A10 for each variable should be de- 
termined individually. Finally, it should be pointed out 
that uncontrollable disturbances may not exist under all 
circumstances. Thus, the capability of control FBLs in the 
system digraph should be assessed in advance to establish 
the deviation patterns simii to Table IV on a case-by-case 
basis. 

Actually, the above discussions only provide a qualitative 
description of the system behavior after faults or failures 
of type A are introduced in control NFBLs. Naturally, the 
effects of other types of faults and failures should also be 
analyzed. Notice that the digraph representation of a 
component failure of type B is essentially equivalent to 
that of simultaneous occurrence of a type C failure and 
a local disturbance. For the case considered in which the 
magnitude of the disturbance of type B failure is 1, e.g. 
sensor failing high. Since the value of the loop variable 
at  which the failure or disturbance enters is fixed at  +1 
(or -11, the patterns of deviations in loop variables should 
be the same as those specified in Table IV. If the mag- 
nitude of the disturbance or the effect of type B failure 
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Figure 9. (a) Generalized fault tree structure (structure IIIA) used for output variable deviation (AI) associated with a node on NFBL. (b) 
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tree structure (structure IIIC) used for output variable deviation (0) associated with a node on NFBL. 

A a 
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t d l  
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Figure 10. (a) Simplified process flow diagram of example 1. (b) 
Digraph model of example 1. 

In this figure, TS1 represents a temperature sensor, TC1 
is a reverse-action temperature controller, and the control 
valve V is air to open (A/O). 

The system digraph has been drawn accordingly in 
Figure lob. The physical meanings of the symbols used 
in this digraph can be found in the Nomenclature at  the 
end of this paper. "hm5(-1)", i.e. a moderate decrease in 
the flow rate of hot stream H before entering the heat 
exchanger, is used as the top event of this example. Two 
different fault trees can be obtained by implementing the 
conventional operator (fault tree A in Figure l la )  and the 

proposed structure I11 (fault tree B in Figure l lb).  Their 
respective minimum cut sets are 
tree A 

On the basis of the analyais presented in Table 111, one can 
see clearly that top event hm,(-1) can be the result of fol 
(moderate fouling in exchanger EX1) or If4 (a small local 
fire near line 4). These two causes can only be found in 
the cut sets of fault tree B. One can also conclude from 
Table IV that the disturbance ch(+lO), cm2(-lo), or hb- 
(+lo) produces a negative deviation in hm, of magnitude 
10, i.e. a drastic decrease in flow rate hm, to a level close 
to zero. They should not be considered as cut sets, since 
their mutually exclusive events, i.e. ctz(+l), cmz(-l), and 
htJ+l), are more appropriate causes of hm,(-l) (see Table 
111). 

Finally, it should be pointed out that structure I11 can 
also be used to develop fault trees corresponding to process 
NFBLs. As mentioned repeatedly in this paper, any dis- 
turbance that enters a NFBL creates two opposite effects 
on the loop variable associated with the entry node. In 
the case of the control loop, the two effects cancel out due 
to the regulatory action. The pattern of deviations in the 
loop variables as a result of local disturbance can then be 
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Figure 11. (a) Fault tree obtained by the conventional operator for the top event hm,(-l) in example 1. (b) Fault tree obtained by structure 
I11 for the top event hm,(-1) in example 1. 

evaluated easily. However, if a process loop is considered, 
the net effect of local disturbance is unknown without 
further process information. Thus, although the same 
structure I11 can be utilized in synthesizing fault trees, the 
patterns of deviations in loop variables similar to Table 
I11 and Table IV must be determined in advance on a 
case-by-case basis using additional quantitative data of the 
system. 

Example 2. Considered here is the simple process of 
a storage tank with input and output liquid flows (Figure 
12a). The corresponding digraph is presented in Figure 
12b. In this example, the disturbances of magnitude 10 
are assumed to be improbable. The patterns of deviations 

Table V. Patterns of Variable Deviations in a Process FBL 
disturbance L F, 

Fi(+1) +1 +I 
X , ( + l )  -1 e 

in loop variables corresponding to disturbances of mag- 
nitude 1 can be established from simple analysis of the 
system and a table similar to Table I11 can be obtained 
(Table V). 

Based on this information, fault trees can be easily 
constructed using structure 111. Notice that, in this case, 
the part labeled (c) should be considered for every loop 
variable and the values of the disturbances marked (e) and 
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Figure 12. (a) Simplified process flow diagram of example 2. (b) 
Digraph model of example 2. 
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Fsure 13. (a) Fault tree obtained by structure I11 for the top event 
F2(+1) in example 2. (b) Fault tree obtained by structure I11 for the 
top event L(+1) in example 2. 

(f) must be consistent with the patterns summarized in 
Table V. The fault trees corresponding to the top events 
L(+l) and F2(+1) are presented in Figure 13a,b, respec- 
tively. 

Loop Identification and Classification Algorithm 
From the above discussions, one can see that it is nec- 

essary to locate all the control and process loops in a 
system digraph before the construction of fault trees. Since 
the digraph models of almwt all realistic systems are very 
complex, it is extremely difficult to accomplish this task 
manually. Thus, there is a need for developing computer 
algorithms to identify and classify the FFLs and NFLs in 
digraphs. 

There are a number of techniques available in the lit- 
erature which can be implemented for similar purposes; 
e.g. see Tarjan (1972) and Deo (1974). The former de- 
veloped methods for identifying strongly-connected com- 
ponents in directed graphs and biconnected components 
in undirected graphs. The latter proposed a loopsearching 
procedure baeed on the concept of a spanning tree. Notice 
that the FFLs and FBLs should be treated differently in 
the process of synthesizing fault trees. Thus, all the loops 
need to be not only identified but also classified according 
to their structural characteristics. Since none of the above 
approaches satisfy these requirements, an algorithm has 
been developed in this study to meet our needs. The 
detailed procedure of this algorithm is presented elsewhere 
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Application Examples 
Again the system described in example 1 is considered. 

It has been found that although somewhat different fault 
trees can be generated by two alternate approaches (i.e. 
the conventional operators and the fault-tree structures 
developed in this study), the minimum cut sets corre- 
sponding to the top event hh(+1) remain the same. Thus, 
the results related to the this particular top event are not 
reported here. Instead, the more interesting case of de- 
veloping a fault tree with the top event ctl(-l) is studied. 
One may argue that the development of a fault tree cor- 
responding to deviations in ctl does not make sense re- 
alistically. However, in a complex system, the event &(-l) 
can be an intermediate event in a larger tree. Some ex- 
amples of such complex systems can be found in Figure 
18a-c. Under these situations, the synthesis of a correct 
fault tree for ctl becomes quite important. 

By making use of the computer program IDLOOP, the 
FBLs and FFLs in example 1 can be identified: 

FBLs 
hms - s1 - s2 - ht, - hme (I) 

FFLs 

) (11) 

) (111) 

) (IV) 

) (V) 

ctl - htg 

- ctz 

ctl - hm5 - s1 - s2 - ht, - ht5 

(::: - hm5 - s1 - s2 + ht, - ctz 

(z:: hm5 - s1 s2 - ht, - cm2 

( 

cm2 

(::: = ;A5 - s1 - ~2 - ht, - fol 

On the basis of the system P&ID (Figure loa) and the 
gains specified in the corresponding digraph (Figure lob), 
one can be sure that loop I is a control NFBL, loops 11-IV 
are process NFFLs, and loop V is a process PFFL. From 
the system P&ID one can see that the net effect of loop 
IV should be negative since the heat exchanged in the 
system is maintained constant by the control action. The 
net effects of loops I1 and 111, on the other hand, cannot 
be determined without further analysis of the quantitative 
process information. It is assumed that, for this particular 
system under consideration, the net effect of loop I1 is 
positive and that of loop I11 is negative. On the basis of 
these assumptions, the fault tree presented in Figure 17 
can be obtained by following the proposed synthesis pro- 
cedure. In this example, another fault tree has also been 
constructed by using the conventional operators. These 
two different fault trees can be analyzed by comparing 
their respective cut sets. 

Common cut sets: (fol}, (vfcl}, (ial(-lO)}, (tpl(-l)}, 
(tdi(+l)L bt6(-1)) ,  (cmz(+l)), b6(-10)}, b6(-1)7Vs1(0)1, 
b6(-1)7cs1(0)}, b6(-1),m1(ON, b6(-l),ts1(0)}, lial(-l),csl(0)l, 
(ial(-l),ml(0)l, and (ia1(-U,ta1(O)}. 

Cut sets which can only be obtained by the con- 
ventional operators: 

(1) (ctz(-l)}. This is a mistake. From our assumption 
for loop 11, the net effect of a change in variable ctl to ck 
should be negative. Thus, the correct cause of event &(-l) 
should be ct2(+l). 

(2) (cmz(-lO)}, (hts(+lO)}, and {ct2(+10)}. Notice that 
they are contradictory with (cmz(+l)}, {hk(-l)), and (ch- 
(-l)], which are the cut seta of the same fault tree. These 
results are caused by implementing the conventional ap- 
proach for developing fault trees for the terminal nodes 
of NFFLs. Also, on the basis of the analysis of process 
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Figure 15. (a) Substructure IVA. (b) Substructure IVC. 

incorporates the additional features developed in this work. 
A simplified flow chart of this procedure is provided in 
Figure 14. 

In this procedure, structure IV and structure V are as- 
sembled from the substructures of structure I1 and 
structure 111. If the terminal node x ,  of a FFL is located 
on a NFBL but the starting node is off the feedback loop, 
the faults propagated from the nodes of the FFL to x ,  can 
be regarded as off-NFBL inputs in structure 111. In such 
a case, structure IV presented in Figure 15a,b should be 
employed for developing the fault tree. Notice that since 
substructure IVB is the same as substructure IIIB, it is 
not repeated here. On the other hand, if the starting node 
of the FFL is also on NFBL in the above situation, the 
corresponding fault-tree should be constructed according 
to structure V, which is presented in Figure 16a-c. 

Notice that the flow chart in Figure 14 is far from ex- 
haustive. This procedure does not include a number of 
cases which may occur in digraphs with more complex 
loops. For example, it may happen that a node x,  is both 
the terminal node of multiple FFLs and a node on NFBL 
and, also, the starting node of one of the FFLs is on the 
same NFBL. The corresponding fault-tree structure can 
be developed using the same principles presented in this 
paper. For the sake of brevity, extensions of this type are 
excluded. Another case which cannot be handled by the 
proposed procedure is when the node xo is simultaneously 
on two or more NFBLs, e.g. a cascade control loop. 
However, since this problem has already been addressed 
in the literature (Andow, 1980; Powers and Lapp, 1987), 
the corresponding fault-tree synthesis techniques are also 
omitted. 
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Figure 16. (a) Substructure VA. (b) Substructure VB. (c) Sub- 
structure VC. 

information, the net effects of cm2 and h h  to ctl have been 
determined to be -1 and +1, respectively. Naturally, the 

Table VI. Digraph Characteristics of the Application 
Examples (Problems 1-111) 

I I1 I11 
no. of nodes 26 65 58 
no. of edges 35 91 81 
no. of control FBLs 1 3 3 
no. of control FFLs 0 0 0 
no. of process FBLs 1 0 1 
no. of process FFLs 20 46 68 
total no. of paths in FFLs 59 238 420 

events cm2(-10) and ht6(+10) cannot be the causes of 
ctl(-l). Finally, from the assumption for loop 11, the event 
ct2(+l) alone can produce the net effect of a moderate 
decrease in ctl. Thus, the cut set (ct&+lO)J becomes un- 
necessary in this situation. In summary, these erroneous 
cut seta are generated mainly due to the fact that the 
conventional operator of NFBLs does not consider the 
patterns of deviations created by "controllable" disturb- 
ances such as those listed in Table 111. 

Cut sets which can only be obtained by the pro- 
posed procedure: 

(1 )  {lf,]. If a local fire occurs near line 4, then the ma- 
nipulated variable hmb must be decreased to maintain ht4 
at a constant level (see Table 111). As a result, the outlet 
temperature of the cold stream ctl should be lowered based 
on the digraph model in Figure lob. 

(2) (ctZ(+l)}. This is a direct result of the assumption 
for loop 11. 

(ctz(-l),tsl(0)]. If a component fails and causes zero gain 
on the second path of loop 11, i.e. vsl(0), ctl(0), rnl(0), or 
tsl(0), then the effect of c b  to ctl is determined solely by 
the first path. Since the product of the edge gains on the 
first path is +1, the top event must be caused by ct2(-1) 
in this case. 

In the addition to the above example, several more re- 
alistic problems have been studied. Three typical cases 
are presented in Figure 18a-c. Due to the limitation of 
space, their corresponding fault trees are not included in 
this paper. Detailed results of implementing the proposed 
procedure have been published elsewhere (Hwang, 1991). 
A summary of the corresponding system digraphs is 

(3) bM-1),Vs1(0)1, Ictk-l),csAO)h (Ctd-Usn AO)J, and 

Figure 17. Fault tree obtained by the modified synthesis algorithm for the top event ct,(-1) in example 1. 
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additional causes of the top events are identified) and, 
thus, should be more appropriate for the tasks of risk 
assessment. 
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Figure 18. Simplified process flow diagrams of application exam- 
ples: (a) problem I; (b) problem 11; (c) problem 111. 

presented in Table VI just to show the complexity of these 
problems. Notice that the total numbers of paths listed 
in thb table are calculated by adding the numbers of paths 
in all FFLs of the system. Thus, some of the paths may 
be counted repeatedly. 

Conclusions 
From the previous discussions, it can be concluded that 

qualitative steady-state analysis of the fault propagation 
behaviors in process systems is indeed useful in developing 
improved fault-tree construction techniques. The gener- 
alized sub-tree structures proposed in this paper can be 
applied to systems with complex control and process loops. 
The results of implementing the suggested synthesis pro- 
cedure to application examples show that the approach 
taken in this study is feasible and effective. Further, when 
compared with the fault trees built by the conventional 
operators, the trees obtained by our method are simpler 
(in the sense that repeated events are eliminated), more 
consistent (in the sense that mutually exclusive cut sets 
are avoided), and more comprehensive (in the sense that 

Nomenclature 
cml, cmz = mass flow rate of cold stream at pipelines 1 and 

2, respectively 
crl = controller reversed (type D failure) 
ctl, ctz = temperature of the cold stream at pipelines 1 and 

2, respectively 
csl(0) = controller stuck (type C failure) 
fol = moderate fouling in the exchanger (type A fault) 
hm,-hm, = mass flow rate of hot stream at pipelines 3-5, 

ht3-hb = temperature of hot stream at pipelines 3-6, re- 

ial = instrument air pressure 
1f4 = a small local fire near pipeline 4 (type A fault) 
ml(0) = controller on manual (type C failure) 
p6 = upstream pressure of the hot stream at pipeline 6 
s1 = controller output at signal line 1 
sz = sensor output at signal line 2 
tdl(+l) = temperature sensor failing high (type B failure) 
tp,(-l) = set point changed to a lower value 
tal(0) = temperature sensor stuck (type C failure) 
vfcl = control valve failing close (type B failure) 
vrl = control valve reversed (type D failure) 
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Avoiding Accumulation of Trace Components 

Sanjay K. Joshi and James M. Douglas* 
Department of Chemical Engineering, University of Massachusetts, Amherst, Massachusetts 01003 

The accumulation of trace components in a recycle loop can cause a process to become inoperable. 
To prevent this problem, it is often necessary to  add additional exit points to the flowsheet, a t  the 
conceptual stage of a process design, in order to remove the trace components. In this paper we 
present a systematic procedure for identifying exit points which are needed in order to ensure that 
the design will be operable. 

Introduction 
Just about every company has had the unfortunate ex- 

perience during the startup of a new process to observe 
the continual buildup of trace components in a recycle 
loop, so that eventually the process fails to meet its design 
specifications. It is significantly more expensive to shut 
down the process, empty it, purge the system, add new exit 
points, and restart the process than it is to add additional 
exit pointa before construction. For this reason, many 
experienced designers add an exit point in each recycle 
loop. 

However, the addition of an exit point in each recycle 
stream has the disadvantage that the exit points that are 
used during operation to prevent the accumulation of trace 
components often will cause waste treatment problems, 
which is in conflict with the new EPA priority of elimi- 
nating pollution problems at  the source. Similarly, the exit 
points that are not used during operation correspond to 
wasted capital required to install the exit point. Hence, 
it would be advantageous to have a systematic procedure 
available that would indicate when additional exit points 
are needed, and to be able to estimate the increased recycle 
flows caused by trace Components. Another advantage of 
a procedure of this type is that it can be automated. We 
present a procedure of this type below. 

By defmition, a trace component is present in only small 
amounts in an input stream or produced in a reactor, so 
that trace components have a negligible effect on the 
overall material balances. However, these trace compo- 
nents can accumulate in recycle loops. If there is no way 
that the trace component can exit from the recycle loop, 
it will continue to accumulate until the process cannot 

Table I. Primary Classification of Recycle Loops 
1. reactant recycle loops 
2. separation unit recycle loops 
3. separation system recycle loops 

meet the original design specifications. Even if the trace 
component can build up to a level where it can leave the 
recycle loop, if the design of the equipment in the recycle 
loop is not based on the increased recycle flow, the process 
might not be able to meet the overall design specifications. 

Since we are primarily concerned with the accumulation 
of trace components in recycle loops, we can simplify the 
problem if we classify the types of recycle loops that are 
common in flowsheets. The primary classifications are 
given in Table I. Separation unit recycle loops can then 
be classified as absorber recycles, extraction recycles, cake 
washing recycles, etc. Simple, common-sense, heuristics 
can be used to identify the need for exit pointa for reactor 
recycle loops and separation unit recycle loops. However, 
separation system recycle loops, i.e., where there are in- 
terconnected separation unit recycle loops in a separation 
system, are much more complicated. Hence, we present 
a new notation for treating these problems. 

Previous Work 
Douglas (1985,1988) described a hierarchical synthesis 

procedure for the conceptual design of chemical processes. 
However, while developing alternative flowsheets, the 
synthesis procedure does not consider the presence of trace 
component impurities. There does not seem to have been 
any previous attempt to develop a systematic procedure 
for adding new exit points to a flowsheet in order to avoid 
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