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Abstract

By incorporating digraph models, fault trees and fuzzy inference mechanisms in a uni2ed framework, a novel approach for fault diagnosis
is developed in this work. To relieve the on-line computation load, the fault origins considered in diagnosis are limited to the basic events
in the cut sets of a given fault tree. The symptom occurrence order associated with each root cause is derived from system digraph with the
qualitative simulation techniques. The implied candidate patterns are enumerated according to two proposed theorems and then encoded
in the inference system with IF–THEN rules. The simulation results show that the proposed approach is not only feasible but also capable
of identifying the most likely cause(s) of a hazardous event at the earliest possible time. ? 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Owing to the continuous increase in scale and com-
plexity of the modern chemical processes, numerous
computer-aided fault diagnosis methods have been devel-
oped in recent years to assist operator to locate fault origins
which may lead to catastrophic consequences. A wide
variety of di;erent approaches were discussed in the litera-
ture, e.g. the expert systems (Rich & Venkatasubramanian,
1987; Petti, Kleni, & Dhurijati, 1991), the state observers
(Chang, Mah, & Tsai, 1993; Chang & Chen, 1995; Chang
& Hwang, 1998a, b) the neural networks (Venkatasubra-
manian & Chan, 1989; Watanabe, Matsuura, Kuboto, &
Himmelblau, 1989; Venkatasubramanian, Vaidyanathan, &
Yamamoto, 1990; Hoskins, Kalivur, & Himmeblau, 1991;
Tsai, Chang, & Chen, 1996) and the signed directed graphs
(SDG) (Iri, Aoki, O’Shima, & Matsuyama, 1979; Shiozaki,
Matsuyama, O’Shima, & Iri, 1985; Kramer & Palowitch,
1987), etc. Ulerich and Powers (1988) reported the 2rst at-
tempt to perform fault diagnosis on the basis of fault trees.
The most signi2cant advantage of their approach is that the
candidates of fault identi2cation are restricted to only the
causes of one or more given top events and, consequently,
the diagnosis procedure can be greatly simpli2ed. How-
ever, it should be noted that only a conceptual framework
was proposed in this study. There is thus a need to develop

∗ Corresponding author. Tel.: +886-6-275-7575 ext. 62663;
fax: +886-6-234-4496.

E-mail address: ctchang@mail.ncku.edu.tw (C.-T. Chang).

systematic algorithms for its implementation. In addition,
only the eventual symptoms in process measurements were
utilized in Ulerich and Powers (1988). It is our belief that
the occurrence order of these on-line symptoms should also
be incorporated in an improved strategy for locating the fault
origins.

In this work, the fuzzy set theory (Ross, 1995) is adopted
to facilitate construction of a fault-tree based diagnosis
system. This selection is mainly due to the following
reasons:

• The fault tree is basically a qualitativemodel of all failure
mechanisms leading to an eventual top event. Therefore,
the on-line symptoms observed in process measurements
must be interpreted accordingly in a consistent manner.
In a traditional fault tree, the abnormal process conditions
are often classi2ed with linguistic terms, e.g. “too high”
or “too low”, and they can be appropriately characterized
with the fuzzy membership functions.

• As suggested by Ulerich and Powers (1988), the occur-
rence probabilities of top event and also its causes should
be computed in real time. To accomplish these tasks, it
is necessary to produce the on-line estimates of (1) the
reliability (or availability) of each hardware item in the
given system and (2) the frequency of every signi2cant
external disturbance. In the former case, although it is
possible to extract some of the reliability parameters, e.g.
the failure rate and mean time to repair, from statistical
data (if available), their accuracy is highly questionable.
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Fig. 1. The proposed on-line fault diagnosis procedure: (A) o;-line prepa-
ration stage; (B) on-line implementation stage.

On the other hand, the latter information can only be ob-
tained from operation experience and its nature is often
imprecise. Since a rigorous statistical treatment is really
not practical under this circumstances, a set of fuzzy oc-
currence measures are adopted instead in this study as the
conclusions of fault diagnosis.
The proposed fault diagnosis procedure can be imple-

mented in two stages: the o;-line preparation stage and the
on-line implementation stage (Fig. 1). In the former case,
a SDG system model is 2rst constructed and the fault trees
corresponding to the given top events are then synthesized
according to the Lapp-and-Powers algorithm (1977). The
symptom occurrence order caused by the basic events in
each cut set can be easily determined with the qualitative
simulation techniques (Chang & Hwang, 1992) on the basis
of the SDG model. In addition, two theorems are devel-
oped in this study to facilitate enumeration of all possible
symptom patterns that may be observed at any time during
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Fig. 2. Reactor section of TE process.

operation. These patterns are then translated into a set of
IF–THEN fuzzy inference rules for assessing the occurrence
possibilities of the basic events in every cut set and also
the top events. In the next stage, the on-line measurement
data are 2rst normalized. These normalized values are used
as the inputs to a fuzzy inference system for computing the
occurrence indices of top events and cut sets in real time.
The Tennessee Eastman (TE) process simulation program
(Downs & Vogel, 1993) is chosen as the platform for ver-
ifying the feasibility of the proposed approach. Extensive
simulation results of the reactor section, the stripper section
and also the entire process are presented at the end of this
paper.

2. Qualitative system models

The products of the 2rst three steps in the o;-line prepa-
ration stage, i.e. the SDG, the fault trees and the minimal
cut sets, can be considered as qualitative system models
in di;erent formats. It should be noted that the SDG con-
struction methods have already been discussed extensively
in the literature, e.g. Iri et al. (1979) This study follows
basically the conventional approach to build digraph mod-
els. Before developing these digraphs, the scope of fault
diagnosis (SCFD) must be established 2rst so that the re-
sulting SDG contains the nodes corresponding to the given
top event and the fault origins of interest. For example,
let us consider a SCFD restricted to the reactor section in
TE process (see Fig. 2). The corresponding SDG model is
presented in Fig. 3. The nodes in this digraph are mainly
associated with the process variables, the measurement
signals and the control signals within SCFD. Generally
speaking, the process variables considered in this study
are pressure, temperature, mass Mow rate and liquid level.
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Fig. 3. SDG model of reactor section.

They are represented respectively in the digraph by com-
bining an initial letter, i.e. P, T , m or L, with a numerical
label or a subscript. The numerical labels are basically
the stream numbers in the original process Mow diagram,
while the subscripts are always associated with process
units. Thus, T -101 denotes the temperature of stream 101
and TR-01 represents the temperature of reactor R-01. An
on-line measurement instrument of a process variable is
usually tagged in the process Mow diagram by attaching
the corresponding instrument number to two initial letters
indicating the physical nature of the measured variable,
i.e. PI, TI, FI or LI. Similarly, the controllers are usu-
ally identi2ed according to its controlled variable and an
equipment number. For example, TIC-11 is the tag num-
ber of the temperature controller for reactor R-01. In di-
graph, a measurement signal is represented by the tag of
the corresponding sensor or controller with a superscript
“m”. For convenience in tracking the symptoms of fault
propagation, only the nodes representing measurement sig-
nals are shaded in digraphs throughout this paper. The
same approach is adopted to denote the controller out-
puts to drive the control valves, i.e. they are represented

by the controller tags in process Mow diagram with a su-
perscript “c”. Finally, notice that the process variables
associated with the recycle stream are marked with double
circles.

The conventional Lapp-and-Powers algorithm (1977) is
adopted in this study to synthesize the fault trees for given
top events. Let us select the event “high temperature in the
reactor”, i.e. TR-01(+1), as one of the top events for diag-
nosis purpose. The corresponding fault tree can be easily
derived from the SDG in Fig. 3. Since the present SCFD is
limited to the reactor section, fault origins originated from
other sections of the TE process should be neglected. In other
words, the disturbances originated from the double-circled
nodes are not considered in constructing this fault tree. For
the sake of brevity, the resulting fault tree is not presented
in this paper. Instead, a complete list of its minimal cut
sets is provided in Table 1. Notice that each row of this
table represents a cut set. For example, if the basic events
in the 11th row, i.e. “an increase in feed rate of reactant
D” (m-101(+1)) and “cooling water control valve sticks”
(CV-11 sticks), exist simultaneously, then the top event is
bound to occur.
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Table 1
The minimum cut sets (MCS) of the fault tree with top event TR-01(+1)

MCS No. Base event

1 m-100(+10)
2 m-101(+10)
3 m-102(+10)
4 T -100(+10)
5 T -101(+10)
6 T -102(+10)
7 T -105(+10)
8 m-100(+1) CV-11 valve sticks
9 m-100(+1) TI-01c sticks

10 m-100(+1) TI-01m sticks
11 m-101(+1) CV-11 valve sticks
12 m-101(+1) TI-01c sticks
13 m-101(+1) TI-01m sticks
14 m-102(+1) CV-11 valve sticks
15 m-102(+1) TI-01c sticks
16 m-102(+1) TI-01m sticks
17 T -100(+1) CV-11 valve sticks
18 T -100(+1) TI-01c sticks
19 T -100(+1) TI-01m sticks
20 T -101(+1) CV-11 valve sticks
21 T -101(+1) TI-01c sticks
22 T -101(+1) TI-01m sticks
23 T -102(+1) CV-11 valve sticks
24 T -102(+1) TI-01c sticks
25 T -102(+1) TI-01m sticks
26 T -105(+1) CV-11 valve sticks
27 T -105(+1) TI-01c sticks
28 T -105(+1) TI-01m sticks
29 m-106(−10)
30 m-106(−1) TI-01c sticks
31 m-106(−1) TI-01m sticks

3. Symptom occurrence order

The e;ects of base event(s) in a cut set usually propa-
gate throughout the entire system sequentially. In general,
a series of intermediate events may occur before the top
event. Since the performance of a diagnosis scheme should
be evaluated not only in terms of its correctness but also its
timeliness, it is the intention of this research to develop a
fault identi2cation procedure taking both the eventual symp-
toms and also their occurrence order into consideration. To
identify this symptom occurrence order (SOO) associated
with a given fault origin, the following operations should be
performed on the digraph:

(1) apply the techniques of qualitative simulation (Chang &
Hwang, 1992) to identify the fault propagation paths
(FPPs),

(2) merge every pair of measured variable and its measure-
ment signal in the FPPs, and then

(3) eliminate the nodes representing the unmeasured vari-
ables.

Since only the nodes representing measurement signals re-
main in the resulting symptom occurrence order, the set con-
taining all such nodes is referred to as the range of in0uence

(ROI) of the given fault origin. For example, let us again
consider the cut set {m-101(+1); CV-11 sticks} in the re-
actor section of TE process. Notice that m-101 is a primal
node, i.e. a node without inputs. In fact, every cut set contains
at least one event which is associated with a primal node. As
mentioned above, the 2rst step to identify the corresponding
symptom occurrence order is to determine the FPPs with
qualitative simulation techniques. A brief description of the
required computation procedure is provided below.

It should be noted 2rst that a digraph model explicitly
describes the qualitative cause–e;ect relationships between
deviations in process variables (represented by 0; ±1 and
±10) and component failures (represented by 0, 1 and
10). The e;ects of a disturbance originated from a primal
node can thus be determined by 2rst assigning a nonzero
value (±1 or ±10) to the corresponding node variable, i.e.
m-101, and then evaluating the values of all other a;ected
variables. In a simple digraph, any of these variables can
normally be obtained by multiplying its input value(s) with
the corresponding edge gain(s). Since in this case an equip-
ment failure, i.e. CV-11 sticks, occurs at the same time, it is
thus necessary to remove the corresponding edge between
TIC-11c and m-106 before carrying out the above compu-
tation. The resulting fault propagation paths can be found
in Fig. 4. The corresponding SOO can be produced by
merging each pair of nodes representing the measured vari-
able and its measurement signal in the FPPs, i.e. (m-101,
FI-101m), (TR-01, TIC-01m), (T -106, TI-106m) and (m-106,
FI-105m), and then eliminating the unmeasured node
TIC-11c (see Fig. 5). The ROI in this case can be identi2ed
accordingly, i.e.

ROI11 = {FI-101m; TIC-11m; TI-106m; FI-105m}; (1)

where ROI11 denotes the ROI of cut set 11 in Table 1.

4. Enumeration of candidate patterns

If all symptoms in a SOO can be observed on-line, then
it is certainly reasonable to con2rm the existence of corre-
sponding fault origin(s). However, it is also possible to 2nd
that these symptoms are only partially developed during the
incipient period of an eventual system hazard and, further,
their pattern may vary at di;erent times during operation.
To facilitate later discussions, let us de2ne the collection of
on-line symptoms at any time after the introduction of basic
event(s) in a cut set as a candidate pattern. It is obvious that
any candidate pattern can be considered as an evidence for
fault identi2cation with a degree of con2dence. Thus, it is
important to enumerate all possible candidate patterns and
evaluate their respective signi2cance in the o;-line prepara-
tion stage.

Let us 2rst consider the simplest SOO, i.e. a single path.
The total number of candidate patterns in this case can be
determined with the following theorem:
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Table 2
The candidate patterns in Example 1

No. Measurements

m1 m2 m3

1 0 0 0
2 �1 0 0
3 �1 �2 0
4 �1 �2 �3

Theorem 1. Let M be the set of all measured variables
and X = {−1; +1}. If S(n) = m1(�1) → m2(�2) → · · · →
mn(�n) (where ∀mi ∈M and ∀�i ∈X) denotes a single-path
symptom occurrence order caused by a given fault origin;
then the total number of candidate patterns is n + 1.

The proof of this theorem is given in Appendix A. For
illustration purpose, a simple example is provided below:

Example 1. Consider a single-path SOO: m1(�1) →
m2(�2) → m3(�3); ∀�i ∈{−1; +1} and i =1; 2; 3. All possi-
ble candidate patterns in this case can be found in Table 2.
It is clear that Theorem 1 is correct here since the number
of symptoms in SOO is 3 and the number of patterns is 4.

In general, the SOO assumes the form of a tree. The total
number of candidate patterns in this case can be computed
with the generalized version of the previous theorem.

Theorem 2. Let M be the set of all measured variables
and X = {−1; +1}. If; in a tree-shape symptom occur-
rence order; S(0)(n0) denotes the initial path of length n0;
S(0; i)(n0; i) (i = 1; 2; : : : ; N0) denotes the ith branch path of
length n0; i connecting to the end of S(0)(n0); S(0; i; j)(n0; i; j)
(j = 1; 2; : : : ; N0; i) denotes the jth branch path of length
n0; i; j connecting to the end of S(0; i)(n0; i); etc.; then the to-
tal number of candidate patterns NCP can be computed
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Fig. 6. The tree-shape symptom occurrence order in Example 2.

recursively according to

NCP = n0 +
N0∏
i=1


n0; i +

N0; i∏
j=1


n0; i; j

+
N0; i; j∏

k=1
(n0; i; j; k + · · ·)




 ; (2)

where the convention
∏0

l=1 (•) = 1 must be followed
if no further branches are attached to the branch path
S(0; i′ ; j′ ; :::)(n0; i′ ; j′ ; :::); i.e. N0; i′ ; j′ ; ::: = 0.

Notice that Theorem 1 is simply a special case of Theo-
rem 2 when N0 = 0. The proof of this theorem is given in
Appendix B. To demonstrate its correctness, let us consider
another example:

Example 2. Consider the tree-shape SOO presented in Fig.
6. The total number of candidate patterns can be computed
accordingly, i.e. NCP=2+{(2+1)×([2+(1+1)×(1+1)]}=
20. Notice that the number of candidate patterns associated
with each branch path can be determined individually by
Theorem 1. The corresponding patterns can be expressed
with the following logic statements:

P(0) = (A1(a1) ∧ A2(a2)) ∨ (A1(a1) ∧ A2(0))

∨ (A1(0) ∧ A2(0));

P(0;1) = (B1(b1) ∧ B2(b2)) ∨ (B1(b1) ∧ B2(0))

∨ (B1(0) ∧ B2(0));

P(0;2) = (C1(c1) ∧ C2(c2)) ∨ (C1(c1) ∧ C2(0))

∨ (C1(0) ∧ C2(0));

P(0;2;1) = D1(d1) ∨ D1(0);

P(0;2;2) = E1(e1) ∨ E1(0):
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Table 3
The candidate patterns in Example 2

No. Measurements

A1 A2 B1 B2 C1 C2 D1 E1

1 0 0 0 0 0 0 0 0
2 a1 0 0 0 0 0 0 0
3 a1 a2 0 0 0 0 0 0
4 a1 a2 0 0 c1 0 0 0
5 a1 a2 0 0 c1 c2 0 0
6 a1 a2 0 0 c1 c2 0 e1
7 a1 a2 0 0 c1 c2 d1 0
8 a1 a2 0 0 0 0 0 0
9 a1 a2 b1 0 c1 0 0 0

10 a1 a2 b1 0 c1 0 0 0
11 a1 a2 b1 0 c1 c2 0 0
12 a1 a2 b1 0 c1 c2 0 e1
13 a1 a2 b1 0 c1 c2 d1 0
14 a1 a2 b1 0 c1 c2 d1 e1
15 a1 a2 b1 b2 0 0 0 0
16 a1 a2 b1 b2 c1 0 0 0
17 a1 a2 b1 b2 c1 c2 0 0
18 a1 a2 b1 b2 c1 c2 0 e1
19 a1 a2 b1 b2 c1 c2 d1 0
20 a1 a2 b1 b2 c1 c2 d1 e1

It should be noted that the symptoms after a branch-
ing node in SOO cannot be observed until the symptom
on this branching node is materialized. For example, if
P(0) = A1(a1) ∧ A2(0), then the patterns on the two im-
mediate branch paths after the initial branching node A2

should be B1(0) ∧ B2(0) and C1(0) ∧ C2(0), respectively.
On the other hand, if P(0) = A1(a1) ∧ A2(a2), then all pat-
terns on the branch paths S(0;1) and S(0;2) are possible.
Finally notice that, from the SOO alone, it is not possible
to determine the precedence order among the symptoms
on parallel paths originated from the same branching node.
A list of all possible candidate patterns is presented in
Table 3.

5. Fuzzy inference system

In this work, the 2nal product prepared o;-line is a
fuzzy inference system (FIS). A sketch of its framework
is presented in Fig. 7. If this system is to be implemented
on-line, the measurement data must be 2rst converted to
a set of normalized deviations with respect to the given
reference values and, then, used as inputs to FIS. The core
of FIS is a collection of IF–THEN rules, which can be
further divided into three distinct classes. The outputs of
FIS are the occurrence index of top event OITE and also
that of every minimal cut set csi (i = 1; 2; : : :). The former
can be used to forecast a potential incident and the latter
are adopted to rank all possible fault origins. The main
elements of FIS are described in detail in the following
subsections.
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Fig. 7. The fuzzy inference system.

5.1. Classi4cation of process deviations

Since the deviation values associated with disturbances
and=or failures in a typical fault tree are qualitative in
nature, it is necessary to introduce a more consistent de-
scription in fault diagnosis applications. In particular, a
set of membership functions are used in this work for the
purpose of classifying the on-line measurements into sev-
eral fuzzy sets. Speci2cally, let us denote the ith process
measurement as mi and the same measurement at steady
state as mss

i . The normalized process deviation of the ith
measured variable, di, can be determined according to the
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following equation:

di =
mi − mss

i

�i
: (3)

where mss
i and �i denote, respectively, the mean and standard

deviation of mss
i . In this study, three linguistic values, i.e. SN

(small negative), ZE (zero) and SP (small positive), are as-
signed to the normalized process deviations to describe the
qualitative concepts of −1, 0, and +1, respectively. They
are represented with typical trapezoid membership functions
in this study. It should be noted that, in practice, the appro-
priate shape and location of each membership function are
dependent upon individual process considerations and thus
should be determined on a case-by-case basis.

5.2. Classi4cation of occurrence indices

As mentioned previously, an occurrence index can be
viewed as the diagnosis concerning a top event or the basic
events in a cut set. In general, three types of fuzzy sets, i.e.
OCR, NOC and UCTi are adopted in this work for its char-
acterization. The symbol OCR is used to denote the belief
that the corresponding event(s) will occur soon or have al-
ready occurred and, on the other hand, NOC is concerned
with the opposite conclusion, i.e. the possibility of fault can
be ruled out. Finally, UCTi is essentially a less de2nite state-
ment between OCR and NOC. The subscript i is used to
reMect the degree of con2dence toward con2rmation of the
corresponding event(s).

Notice that the membership functions of NOC and OCR
used in this study are trapeziods. The locations of their four
corners are (0, 0, 0.2, 0.4) and (0.6, 0.8, 1.0, 1.0), respec-
tively. On the other hand, a total of n − 1 triangular mem-
bership functions are used to characterize UCTis. The loca-
tions of their apexes (Vi) are determined according to the
following equation:

Vi = INOC +
IOCR − INOC

n
× i i = 1; 2; : : : ; n − 1; (4)

where n is the number of symptoms in SOO, and INOC and
IOCR denote, respectively, the locations of upper interior
corners of the two trapezoids corresponding to NOC and
OCR. The locations of bottom corners of each triangle are
Vk ± � and � = 0:1 in this study.

5.3. Generation of inference rules

As mentioned previously, the IF–THEN inference rules
can be divided into three di;erent classes. The class I and
class II rules are used for evaluating the existence potential
of all basic events in a cut set, i.e. csi (i = 1; 2; 3; : : :), and,
on the other hand, the class III rules are used to compute a
preliminary index for the top event, i.e. te.

The class I rules can be derived from the candidate pat-
terns with the help of Theorem 1 or Theorem 2. To facili-
tate later discussions, let us de2ne a linguistic interpretation

Table 4
The IF–THEN rules in Example 3

No. IF THEN

dA1 dA2 dA3

1 ZE ZE ZE NOC
2 F(�1) ZE ZE UCT1
3 F(�1) F(�2) ZE UCT2
4 F(�1) F(�2) F(�3) OCR

function F as follows:

F(�i) =




SN if �i = −1;

ZE if �i = 0;

SP if �i = +1;

(5)

where i = 1; 2; : : : ; n. If the on-line symptoms are identical
to those in a SOO, then it is highly possible that they are
caused by the corresponding fault origin. Consequently, the
following rule is incorporated in FIS to assert such a belief:

IF d1 is F(�1) AND d2 is F(�2) AND · · ·
AND dn is F(�n)

THEN csk is OCR: (6)

On the other hand, it is quite reasonable to disregard the
possibility of a fault if none of the symptoms in the corre-
sponding SOO can be observed. Thus, the following rule is
also included:

IF d1 is ZE AND d2 is ZE AND · · ·
AND dn is ZE

THEN csk is NOC: (7)

The remaining NCP − 2 candidate patterns are translated
into rules with uncertain conclusions, i.e. UCTi and i =
1; 2; : : : ; n− 1. The premises of each rule can be determined
by substituting the qualitative deviation values in a can-
didate pattern into the linguistic interpretation function F .
The number of matched symptoms in the candidate pattern
is used as the degree of con2dence i in conclusion UCTi.
Finally, it should be noted that, since three deviation val-
ues are used to characterize each symptom, the total num-
ber of all possible patterns should be 3n. Obviously, there
are 3n − NCP non-candidate patterns and the conclusions of
the corresponding rules should all be NOC. These rules are
excluded from FIS to reduce the computation load with-
out causing signi2cant impacts on the results of diagnosis.
Three examples are provided in the sequel to illustrate the
proposed rule generation procedure.

Example 3. Let us consider the SOO in Example 1. It has
already been determined that the number of candidate pat-
terns is 4 and these patterns are listed in Table 2. By imple-
menting the procedure mentioned above; the corresponding
inference rules can be generated in a straightforward fashion
(Table 4).
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Table 5
The IF–THEN rules in Example 4

No. IF THEN

A1 A2 B1 B2 C1 C2 D1 E1

1 ZE ZE ZE ZE ZE ZE ZE ZE NOC
2 F(a1) ZE ZE ZE ZE ZE ZE ZE UCT1
3 F(a1) F(a2) ZE ZE ZE ZE ZE ZE UCT2
4 F(a1) F(a2) ZE ZE F(c1) ZE ZE ZE UCT3
5 F(a1) F(a2) ZE ZE F(c1) F(c2) ZE ZE UCT4
6 F(a1) F(a2) ZE ZE F(c1) F(c2) ZE F(e1) UCT5

7 F(a1) F(a2) ZE ZE F(c1) F(c2) F(d1) ZE UCT5

8 F(a1) F(a2) ZE ZE F(c1) F(c2) F(d1) F(e1) UCT6
9 F(a1) F(a2) F(b1) ZE ZE ZE ZE ZE UCT3

10 F(a1) F(a2) F(b1) ZE F(c1) ZE ZE ZE UCT4
11 F(a1) F(a2) F(b1) ZE F(c1) F(c2) ZE ZE UCT5

12 F(a1) F(a2) F(b1) ZE F(c1) F(c2) ZE F(e1) UCT6
13 F(a1) F(a2) F(b1) ZE F(c1) F(c2) F(d1) ZE UCT6
14 F(a1) F(a2) F(b1) ZE F(c1) F(c2) F(d1) F(e1) UCT7

15 F(a1) F(a2) F(b1) F(b2) ZE ZE ZE ZE UCT4
16 F(a1) F(a2) F(b1) F(b2) F(c1) ZE ZE ZE UCT5

17 F(a1) F(a2) F(b1) F(b2) F(c1) F(c2) ZE ZE UCT6
18 F(a1) F(a2) F(b1) F(b2) F(c1) F(c2) ZE F(e1) UCT7

19 F(a1) F(a2) F(b1) F(b2) F(c1) F(c2) F(d1) ZE UCT7

20 F(a1) F(a2) F(b1) F(b2) F(c1) F(c2) F(d1) F(e1) OC

Example 4. Let us again consider the tree-shape SOO in
Example 2. The number of candidate patterns has already
been determined; i.e. NCP =20. These candidate patterns are
listed in Table 3. The corresponding inference rules should
be the ones presented in Table 5.

Although the qualitative deviations in typical candidate
patterns are restricted to +1 and −1 (see Theorems 1 and 2),
the symptom on an end node in SOO may also assume the
value of 0, e.g. see Fig. 5. This is mainly due to an equipment
failure nullifying the causal relationship associated with an
edge. In such cases, the number of candidate patterns can
still be calculated with the proposed theorems if the value 0
is treated as a “deviation”, i.e. the set X is replaced by X∗ =
{−1; 0; +1}. However, by adopting X∗, one or more set of
conMicting IF–THEN rules may be constructed according to
the proposed rule-generation procedure. It should be stressed
that, although these rules are inconsistent in terms of crisp
logic, the resulting fuzzy inference calculations can still be
carried out without diRculties. Furthermore, it is in fact
quite reasonable to include these conMicting rules in FIS
since they represent candidate patterns observed at di;erent
times during the fault propagation process. Following is an
example.

Example 5. Consider the tree-shape SOO in Fig. 8. There
are 6 candidate patterns as shown in Table 6. Suppose that
a1 = +1; a2 = +1; b1 = +1; c1 = 0 in this case. The cor-
responding inference rules can be found in Table 7. Notice
2rst that the premises of the 3rd and 4th rules are the same.
Row 3 is used to represent the scenario that the e;ects of
fault and=or failure have not reached any of the branch paths.

A1(a1) A2(a2)

B1(b1)

C1(c1)

Fig. 8. The simple tree-shape symptom occurrence order in Example 5.

Table 6
The candidate patterns in Example 5

No. A1 A2 B1 C1

1 0 0 0 0
2 a1 0 0 0
3 a1 a2 0 0
4 a1 a2 0 c1
5 a1 a2 b1 0
6 a1 a2 b1 c1

On the other hand, an asterisk is used in row 4 to indicate
the fact that the symptom associated with C1 is fully devel-
oped. Thus, the degrees of diagnostic con2dence in these
two cases should be di;erent and the conclusions of the IF–
THEN rules must be speci2ed accordingly. Notice also that
the same can be observed from rules 5 and 6.

If a variable is not a member of ROIk , then it should
remain una;ected by the corresponding basic event(s) in cut
set k. The class II rules are mainly used to reduce the chance
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Table 7
The IF–THEN rules in Example 5

IF THEN

No. dA1 dA2 dB1 dC1

1 ZE ZE ZE ZE NOC
2 SP ZE ZE ZE UCT1
3 SP SP ZE ZE UCT2
4 SP SP ZE ZE∗ UCT3
5 SP SP SP ZE UCT3
6 SP SP SP ZE∗ OCR

of misdiagnosis due to a di;erent fault origin, say the basic
events in cut set k ′, causing the same candidate patterns
within ROIk . The typical class II rules can be written as
follows:

IF du is SP THEN csk is NOC;

IF du is SN THEN csk is NOC; (8)

where csk is the occurrence index of given cut set and u ∈
ROIk . If cut set k is indeed the correct root cause, then the
rules in Eq. (8) are not supposed to be triggered. On the
other hand, in the case of cut set k ′ occurring, these rules
should de2nitely lower the value of csk . Thus, by assuming
that the possibility of more than one fault origin occurring
is negligible, the class II rules can enhance the diagnostic
resolution. However, the drawback of including them in FIS
is that the possibility of a nonminimal cut set or multiple cut
sets may also be ignored. In other words, if the basic events
in cut set k form a subset of all existing events, these rules
may cause a decrease in the occurrence index csk . Therefore,
this trade-o; between resolution and comprehensiveness in
diagnosis must be evaluated carefully before introducing the
class II rules in practical applications. In this study, they
are included on the ground that the probability of additional
events occurring is extremely low.

Finally, if the top event is monitored directly with a sen-
sor, then this information should be encoded with class III
rules. Since there is only one measurement involved, three
inference rules can be constructed to cover all possibilities.
As an example, by assuming that “dt is SP” is the event
causing undesirable consequences, one can express the cor-
responding rules as

IF dt is SP THEN te is OCR;

IF dt is ZE THEN te is NOC;

IF dt is SN THEN te is NOC: (9)

5.4. Forecast of top event

If the existence of the basic event(s) in any cut set is
con2rmed, then one can deduce logically that the top event
is bound to occur. Thus, the outputs of class I and II rules,

i.e. csi (i = 1; 2; : : :), can also be treated as indications of
system hazard. On the other hand, the class III rules exist
only when the direct measurement of the variable associated
with top event dt is available. If this is the case, the 2nal
occurrence index of top event (OITE) should be obtained
by taking the maximum of csis and te, i.e.

OITE = max(cs1; cs2; : : : ; te): (10)

6. The on-line implementation procedure

During operation, the process measurements are taken
continuously on-line and then converted to the normalized
deviations according to Eq. (3). These values are then used
in the fuzzy inference system to calculate the occurrence
indices of cut sets (csis) and also the top event (OITE).
The fuzzy inference algorithm proposed by Mamdani and
Assilian (1975) is adopted in this work. The index OITE
can be utilized as the basis for alarm generation and csis are
essentially the measures for ranking the possibilities of fault
origins. Since the di;uzi2cation procedure in the inference
algorithm basically involves centroid calculation, the upper
and lower limits of the output values are dependent upon the
shapes and locations of the membership functions for OCR
and NOC, respectively. In the present work, the outputs of
FIS should be bounded between 0.153 and 0.847. For ease
of interpretation, the raw output values are always re-scaled
onto the interval [0; 1] in our applications.

In this study, the proposed fault diagnosis approach is
tested with on-line measurement data generated by the TE
process simulator. Let us again consider the same scenario
described in Sections 2 and 3, i.e. the incident associated
with the 11th cut set in Table 1. In the simulation study, the
failure “cooling water control valve CV-11 sticks” was 2rst
introduced at 500 s after the initiation time and the distur-
bance causing a 10% increase in the feed rate of reactant D
was then created at 1000 s. The simulation results are pre-
sented in Fig. 9. The occurrence indices of top event and the
cut set associated with the simulated fault origin are given
in Fig. 9(A) and (B), respectively. It can be observed that
the possibility of top event is detected earlier than that of
the correct fault origin. More speci2cally, the occurrence of
former is con2rmed around 1150 s and the latter is identi-
2ed around 1250 s. It is clear from this 2gure that the fuzzy
inference approach is quite sensitive. In addition, the re-
sponses of the inference system corresponding to two dif-
ferent cut sets, cs11 and cs13, are compared in Fig. 9(B) to
demonstrate the superior diagnostic resolution achieved by
the proposed strategy. It should be noted that the cut set cs11

represents the correct fault origin used in simulation. The
basic events in cs13 are: “an increase in the feed rate of re-
actant A” and “reactor temperature sensor sticks”. Since the
initial symptoms of cs11 and cs13 are the same, the diagnosis
results in both cases are identical temporarily in the begin-
ning. However, the occurrence index of the former origin
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Fig. 9. Simulation results of reactor section.

increases continuously, but that of the latter drops to almost
zero. This is apparently due to a mismatch between the later
symptoms of cs13.

7. Case studies

Extensive simulation studies have been carried out in this
work to demonstrate the e;ectiveness of the proposed fault
diagnosis approach. As mentioned before, the test data were
generated with the TE process simulator. To execute the
simulator successfully, it is necessary to specify a proper
control con2guration for the entire process. Thus, the fol-
lowing 2ve control loops are included in all simulation runs:

(1) reactor temperature control loop,
(2) recycle Mow control loop,
(3) separator temperature control loop,
(4) stripper temperature control loop and
(5) stripper level control loop.

The resulting process Mow diagram can be found in Fig. 10.
The simulation results of two scenarios are presented in the
sequel.

7.1. Stripper section

Let us consider a SCFD restricted to the stripper sec-
tion of Fig. 10. By selecting the top event “high liquid
level in the stripper”, i.e. LS-01(+1), a fault tree can be
constructed accordingly. Let us study the fault propa-
gation scenario associated with one of its cut sets, i.e.
{m-500(+1); CV-08 sticks}. The corresponding SOO can
be identi2ed with the proposed procedure (see Fig. 11).

In the simulation study, the failure “level control valve
(CV-08) sticks” was 2rst activated at 950 s and then a 10%
increase was introduced in the feed rate of reactant A=C, i.e.

m-500(+1), at 1000 s. A sample of the simulation results
is presented in Fig. 12. From Fig. 12(A), it can be seen
that the top event is con2rmed almost immediately after
the fault occurs. Initially, since the fault symptoms are am-
biguous, the fuzzy inference system yields an occurrence
index of 0.5 indicating the status of the given fault origin is
uncertain. As more symptoms emerge later, the occurrence
index gradually reaches its maximum value 1.0. The diag-
nosis results of two competing cut sets, cs9 and cs11, are
presented in Fig. 12(B). The former is associated with the
correct fault origin and the basic events in the latter are: “an
increase in the feed rate of reactant A=C” and “level sensor
sticks”. Notice that the occurrence index cs11 is higher than
cs9 between 1000 and 2300 s. This is due to the facts that the
early symptoms observed in the on-line measurement data
match the SOO of the 9th cut set only partially but they are
essentially identical to the symptoms of cs11. However, as
the full spectrum of fault propagation pattern develops, the
fuzzy inference system eventually changes its conclusion
around 2300 s.

7.2. The entire process

To test the feasibility of the fuzzy diagnosis approach in
more complex systems, let us expand the SCFD to cover the
entire TE process. For comparison purpose, the event “re-
actor temperature too high”, i.e. TR-01(+1), is again chosen
as the top event here. Notice that each event set listed in Ta-
ble 1 should still be considered as a minimal cut set of the
fault tree in the present case. However, the corresponding
FPPs and also SOO must be extended from reactor section
to other sections of the process.

Apart from the 31 cut sets listed in Table 1, there should
be numerous causes of TR-01(+1) which can be attributed to
disturbances and=or failures in units other than those in the
reactor section. Let us study the fault propagation scenario
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Fig. 10. TE process with control con2guration.

associated with only one of them, i.e. the e;ects caused by

(1) an increase in the inlet temperature of condenser cooling
water (T -110(+1)),

(2) failure of the recycle Mow control valve (CV-05 sticks),
(3) failure of the separator temperature control valve

(CV-09 sticks) and
(4) failure of the cooling water control valve in reactor sec-

tion (CV-11 sticks).

The set of the above basic events, i.e. {T -110(+1), CV-05
sticks, CV-10 sticks, CV-11 sticks}, is labeled as the 32th
cut set in this paper. The corresponding FPPs can then be
determined with the qualitative simulation techniques. Since
the number of symptoms embedded in these FPPs is quite
large, it becomes necessary to produce a simpler version to
relieve the implied computation load in fuzzy inference. In
particular, the FPPs can be simpli2ed by removing a large
number of branch paths which are not critical to the diagnos-
tic performance. Following is a list of possible candidates:

• the branch paths connected to the node representing top
event or the feedback loop in which this node is located,
and

FI-500 m(+1) LIC-03m(+1) FI-503m(+1)

Fig. 11. The symptom occurrence order (SOO) in
{m-500(+1); CV-08 sticks}.

• the branch paths originated from the path between the
nodes representing the fault origin and the top event.

Generally speaking, the 2rst type of paths should be elimi-
nated. This is due to the fact that the corresponding symp-
toms can be observed only after the occurrence of top event.
Thus, a conclusive diagnosis cannot be obtained in a timely
manner if con2rmation of any of these symptoms is required
in the inference rules. However, since a disturbance may
propagate through the node corresponding to top event re-
peatedly if it is located in a feedback loop, all nodes in this
loop must still be kept in the simpli2ed FPPs.

The symptoms on the second type of paths may or may
not appear before the top event. Thus, it is only necessary to
delete the ones occurring later than the top event. In prac-
tice, their removal must be performed according to opera-
tion experience on a case-by-case basis. In this study, they
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Fig. 13. The SOO of cs32 in the entire TE process.
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Fig. 14. The occurrence index of cs32.

are severed on the basis of the observed fault propagation
behavior in the simulation results. The resulting SOO is pre-
sented in Fig. 13. It can be observed that the number of
symptoms is 10. The total number of candidate patterns can
be determined with Eq. (2) and its value is 41 in this case.

In the simulation study, the process is at steady state
in the beginning. The failures of control valves, CV-11,
CV-10 and CV-05, are activated at 500, 600 and 700 s,
respectively. The disturbance in the inlet temperature of
condenser cooling water is introduced at 700 s. The simu-
lation results for cs32 is presented in Fig. 14. Notice that, in
this scenario, the basic events occur in sequence during the
time period from 500 to 700 s. The output of FIS in Fig. 14
indicates that occurrence of the 32th cut set is detected with
a con2dence degree of 0.5 at about 750 s and its existence
is con2rmed at about 1900 s. Finally, it should be noted that
the occurrence indices of all 31 cut sets in Table 1 remain
very close to zero during the entire operation period, i.e.
from 0 to 3000 s.

8. Conclusion

A novel fault diagnosis approach based on knowledge
concerning all possible patterns in on-line symptoms is pro-
posed in this paper. For simpli2cation purpose, the candi-
dates of fault identi2cation is limited to the minimal cut sets
of a given fault tree. The fault propagation paths (FPPs) and
symptom occurrence order (SOO) associated with each cut
set are generated from the system digraph with a systematic
procedure. All possible symptom patterns of each fault ori-
gin can be enumerated according to its SOO with the help
of two theorems developed in this study. These patterns are
then encoded with IF–THEN inference rules and then in-
corporated in a fuzzy inference system. The proposed fault
diagnosis approach has been tested in extensive simulation
studies. The simulation results show that this approach is
quite e;ective in detecting the occurrence of top event and
also identifying the correct fault origin during the incipient
stage of a serious accident.
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Notation

csk the occurrence index of kth cut set
di the normalized process deviation of ith

measured variable
F the linguistic interpretation function
INOC the location of upper interior corner of the

membership function NOC
IOCR the location of upper interior corner of the

membership function OCR
M the set of all measured variables
mi the measurement value of ith measured

variable
mss

i the value of mi at steady state
mss

i the average value of mss
i

NCP the number of candidate patterns
NOC not occur, linguistic value of output fuzzy

membership function
OCR occurred, linguistic value of output fuzzy

membership function
OITE occurrence index of top event
ROIk the range of inMuence of the kth cut set
S(0)(n0) the initial path of length n0

S(0; i)(n0; i) the ith branch path from S(0) of length n0; i

S(0; i; j)(n0; i; j) the jth branch path of length n0; i; j

SN small negative—a linguistic value of the
normalized process deviation di

SP small positive—a linguistic value of the
normalized process deviation di

te preliminary occurrence index of top event
UCTi uncertain with con2dence of degree i—a

linguistic value of the performance index
Vk the apex location of triangular member-

ship function of UCTi

X X = {−1; +1}, the set of deviation state
of measurements

X∗ X∗ = {−1; 0; +1}, an extended version of
X

ZE zero, linguistic value of input fuzzy mem-
bership function

Greek letters

�i the qualitative deviation value of process
variable mi, �i ∈{−1; 0 + 1}

�i the standard deviation of mss
i

Acronyms

FI fuzzy inference
FIS fuzzy inference system
FPP fault propagation path
ROI range of inMuence
SCFD scope of fault diagnosis
SDG signed directed graph
SOO symptom occurrence order
TE Tenneessee Eastman

Appendix A. Proof of Theorem 1

If n = 1, then S(1) = m1(�1) and all possible candidate
patterns can be described with a logic statement, i.e.

P1 = m1(0) ∨ m1(�1);

where the symbol ∨ denotes the logic operator “OR” and the
number of terms connected by ∨ is the number of candidate
patterns. If n = 2, then S(2) = m1(�1) → m2(�2) and all
possible candidate patterns can be expressed as

P2 = (m1(0) ∧ m2(0)) ∨ (m1(�1) ∧ m2(0))

∨(m1(�1) ∧ m2(�2));

where the symbol ∧ denotes the logic operator “AND”.
Thus, by counting the number of terms connected by “OR”
in the logic statements, the theorem can be con2rmed in both
cases mentioned above.

Let us further assume that the theorem is valid for a par-
ticular case when n=k (k=1; 2; 3; : : :) and then consider if it
is also true when n = k + 1. The corresponding propagation
path in the symptom occurrence order can be written as

S(k + 1) = S(k) → mk+1(�k+1);

where S(k)= m1(�1) → m2(�2) → · · · → mk(�k). Thus, all
possible candidate patterns in this case can be expressed as

Pk+1 = (Pk ∧ mk+1(0)) ∨ (m1(�1) ∧ m2(�2) ∧ · · ·
∧mk(�k) ∧ mk+1(�k+1)):

Since the number of terms in Pk ∧ mk+1(0) is the same as
that in Pk , the total pattern number in Pk+1 should be k +2.
The validity of the theorem is thus con2rmed.

Appendix B. Proof of Theorem 2

If N0 = 0, then the symptom occurrence order is a single
path and NCP = n0 + 1. The proof for this case has already
been given in Theorem 1.

Let us consider the simplest tree-shape symptom occur-
rence order in which N0 ¿ 1 and N0; i = 0 ∀i. It is clear that
the symptoms in the branch paths S(0; i)(n0; i) (i=1; 2; : : : ; N0)
can only be observed after the last symptom in S(0)(n0)
occurs. Notice also that only one out of the n0 + 1 possi-
ble patterns derived from S(0)(n0) satis2es this requirement.
By Theorem 1, the number of candidate patterns associated
with each branch path S(0; i)(n0; i) (i=1; 2; : : : ; N0) should be
n0; i + 1 in this situation. Since, after the occurrence of the
last symptom in the initial path, the ensuing e;ects propa-
gate along the branches in parallel, the total number of the
corresponding patterns should be

∏N0
i=1 (n0; i +1). Therefore,

the number of all possible candidate patterns for the entire
symptom occurrence order should be

NCP = n0 +
N0∏
i=1

(n0; i + 1):
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This formula can be rewritten by following the convention
adopted in Theorem 2, i.e.

NCP = n0 +
N0∏
i=1


n0; i +

N0; i∏
j=1

(•)

 ;

where the 2rst term is associated with the 2rst n0 patterns
derived from S(0)(n0) and the second is corresponding to the
last pattern when all symptoms in the initial path materialize.

Let us next consider a symptom occurrence order in which
N0 ¿ 1, N0; i ¿ 1 ∃i and N0; i; j = 0 ∀j. Without loss of gen-
erality, let us further assume that

N0; i1 ¿ 1 i1 = 1; 2; : : : ; N ∗
0 ;

N0; i2 = 0 i2 = N ∗
0 + 1; : : : ; N0:

In the former case, on the basis of the observations that (1)
the symptoms in the branch paths can be observed only after
the symptom corresponding to the branching node occurs
and (2) the resulting e;ects propagate along the branches in
parallel, one can see clearly that the number of candidate
patterns associated with S(0; i1)(n0; i1 ) (16 i16N ∗

0 ) and its
branch paths S(0; i1 ; j)(n0; i1 ;j) (j =1; 2; : : : ; N0; i1 ) can be deter-
mined with the same approach described previously. More
speci2cally, this number should be n0; i1 +

∏N0; i1
j=1 (n0; i1 ;j +1).

In the latter case, the number of candidate patterns associ-
ated with S(0; i2)(n0; i2 ) (N ∗

0 + 16 i26N0) has already been
shown to be n0; i2 +1. Thus, by repeatedly applying the com-
putation procedure for branching nodes, the total number of
candidate patterns can be determined, i.e.

NCP = n0 +




N∗
0∏

i=1


n0; i +

N0; i∏
j=1

(n0; i; j + 1)






×



N0∏
i=N∗

0 +1

[n0; i + 1]


 :

Again, let us adopt the proposed convention to produce a
more concise formulation

NCP = n0 +




N∗
0∏

i=1


n0; i +

N0; i∏
j=1


n0; i; j +

N0; i; j∏
k=1

(•)







×



N0∏
i=N∗

0 +1


n0; i +

N0; i∏
j=1

(•)





= n0 +
N0∏
i=1


n0; i +

N0; i∏
j=1


n0; i; j +

N0; i; j∏
k=1

(•)



 :

The formula for computing the total number of candidate
patterns can be extended to symptom occurrence orders with
additional branches. Speci2cally, let us consider the case in
which N0 ¿ 1, N0; i ¿ 1 ∃i; N0; i; j ¿ 1 ∃j and N0; i; j; k =0 ∀k.

Let us assume that

N0; i1 ;j1 ¿ 1 j1 = 1; 2; : : : ; N ∗
0; i1 ;

N0; i1 ;j2 = 0 j2 = N ∗
0; i1 + 1; : : : ; N0; i1 :

By the same reasoning process, the following equation can
be derived

NCP = n0 +




N∗
0∏

i=1


n0; i +


 N∗

0; i∏
j=1

〈
n0; i; j

+
N0; i; j∏
k=1

(n0; i; j; k + 1)

〉


×

 N0; i∏

j=N∗
0; i+1

〈n0; i; j + 1〉










N0∏
i=N∗

0 +1

[n0; i + 1]




= n0 +
N0∏
i=1


n0; i +

N0; i∏
j=1


n0; i; j

+
N0; i; j∏
k=1


n0; i; j; k +

N0; i; j; k∏
l=1

(•)





 :

Thus, the validity of the theorem can be con2rmed by this
recursive deduction procedure for a tree-shape symptom oc-
currence order of arbitrary shape and depth.
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