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Constructing Fault Trees for Advanced Process
Control Systems—Application to Cascade

Control Loops
Shi-Ning Ju, Cheng-Liang Chen, and Chuei-Tin Chang

Abstract—A systematic approach to construct fault trees for ad-
vanced process control systems is presented in this paper. For il-
lustration purpose, the proposed method is explained with a spe-
cific feedback scheme, i.e., the cascade control strategy. The di-
graph configuration of a standard system is first described and an-
alyzed in detail. On the basis of a series of qualitative simulation
studies, all failure mechanisms can be identified and summarized
with a set of generalized fault-tree structures. The fault trees pro-
duced with the conventional digraph-based techniques are shown
to be not as comprehensive as the ones constructed with the pro-
posed approach. To demonstrate the correctness of our analysis,
the successful application of the proposed structures to a heat ex-
change process is presented. In addition, the resulting fault tree is
compared with one obtained from a single-loop feedback control
system and the trade-off between the two in system reliability and
control performance is assessed accordingly.

Index Terms—Cascade-control system, digraph, fault tree anal-
ysis, qualitative simulation.

ACRONYMS1

feedback controller.
negative feedback loop.
negative feed forward loop.
abbreviations for controller types

.
temperature controller.
a sudden variation in the instrument air pres-
sure supply to the current-to-pneumatic signal
converter FY (a type A fault).
the control valve failing close (a type B
failure).
a set-point change in the temperature
recorder/controller TRC.
the gain associated with an arc in digraph.
the sensor failures of type A, i.e., a drift in the
zero, corresponding to temperature sensor TT
and flow sensor FT respectively.
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1The singular and plural of an acronym are always spelled the same.

the type B failures corresponding to sensors
and respectively.

the biases in outputs from controllers TRC and
FRC respectively (type A faults).
the qualitative values of abnormal conditions
associated with the input and output nodes of
an arc.
the control valve sticks (a type C failure).
the signal converter FY sticks (a type C
failure).
the controllers TRC and FRC stick respec-
tively (type C failures).
the sensors TT and FT respectively stick (type
C failures).
the event symbol representing the abnormal
condition associated with a node on the fault
propagation path, in which denotes the
node label, and is its qualitative value,

.
the causal relation “event results in
event .”
the precedence order of a sequence of events,

a composite precedence order in which the
square bracket denotes that the steady-state
conditions in are fully developed before
those in .

I. INTRODUCTION

DUE to the self-healing effects of the feedback control sys-
tems, such systems behave as if they contained partial re-

dundancy, even though they do not comprise duplicated hard-
ware. Hence, these systems can have nontrivial fault trees. One
of the most popular model used in the development of computer-
aided method for fault tree analysis is perhaps the digraph. The
digraph-based fault-tree synthesis strategy was first proposed by
Lapp and Powers [13]. Numerous other studies concerning its
applications and modifications have been published in the litera-
ture [1]–[6], [9], [12], [14], [16]. Essentially, a digraph provides
an intermediate step which gives explicit causal relationships
between the process variables, human errors and equipment fail-
ures, from which the fault trees can be constructed accordingly.
In particular, a set of generalized fault-tree structures (opera-
tors) corresponding to various digraph configurations were de-
veloped for systems with coupled control and process loops.
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Although these structures are quite useful and have been ap-
plied to a number of realistic processes, difficulties still exist in
the application of this approach to complex advanced process
control systems, e.g., the ratio control systems, the override con-
trol systems, and the cascade control systems. A direct imple-
mentation of the existing operators often fails to produce cor-
rect results [7], [8], [10]. This failure is mainly due to a funda-
mental deficiency of digraph. The dynamic nature of chemical
processes cannot be fully captured with such cause-and-effect
models. Consequently, the knowledge embedded in a digraph
must be complemented with the insights obtained from quali-
tative simulation [6], [15] to develop proper fault trees for the
advanced process control systems.

The need to incorporate a thorough analysis of the fault prop-
agation behavior in processes with complex dynamics is demon-
strated with a cascade control system in the present paper. Cas-
cade control is a strategy which improves the performance of
feedback control. In most cases, two controllers are adopted
for its implementation. Specifically, the output of a master con-
troller is used to manipulate the set point of another slave con-
troller. Each controller has its own measurement input, but only
the former can have an independent set point, and only the latter
has an output to the process. The two corresponding feedback
loops are nested, with the secondary (slave) control loop located
inside the primary (master) control loop. Conceivably, if the
inner loop is much faster than the outer loop, the disturbances
arising within the secondary loop may be corrected long before
they can influence the primary controlled variable. Thus, in pro-
cesses with slow dynamics and/or too many upsets, it is sensible
to adopt cascade control to achieve satisfactory performance.

It is apparent from the above description that the drastic dif-
ference between the response speeds of the inner and outer loops
cannot be accounted for with the “static” digraph only. A series
of comprehensive qualitative simulation studies are thus indis-
pensable in developing the modified fault-tree structures for the
cascade control systems. The rest of this article is thus organized
as follows. First, the structural characteristics embedded in the
digraph model of cascade control systems are described and an-
alyzed in detail. The procedures and results of a series of ex-
haustive qualitative simulation studies are then presented. It can
be observed that the existing procedures are indeed incapable of
producing fault trees that incorporate all accident scenarios con-
sidered in this work. On the basis of simulation results, the gen-
eralized fault-tree structures are then derived. To demonstrate
the correctness and effectiveness of our techniques, a realistic
example, i.e., a heat exchange system with cascade temperature
control, is shown next. The corresponding fault tree is compared
with one obtained on the basis of a single-loop feedback control
system. It is clear that the trade-off between the two in terms of
reliability, cost and performance can be easily determined as a
result of this exercise.

II. DIGRAPH MODEL OF CASCADE CONTROL SYSTEMS

For illustration purpose, a simple example is used throughout
this paper. Let us consider the heat exchange system presented
in Fig. 1. The exit temperature of the cold process stream is the
controlled variable in this case. If the standard single-loop feed-

Fig. 1. The flow diagram of a heat-exchange process with cascade
control (TT�temperature sensor/transmitter; FT�flow sensor/transmitter;
TRC�temperature recorder/controller; FRC�flow recorder/controller;
FY�signal converter; ‘R’�reverse action mode; I/P�current to pneumatic;
A/O�air to open).

back control strategy is adopted for this task, only a temperature
controller (TRC) is required for manipulating the control valve
on the steam line. However, notice that a flow controller (FRC)
is also added here to compensate disturbances in the steam pres-
sure. The result is a cascade control system, in which TRC is
the master controller and FRC is the slave controller. The cor-
responding digraph model can be found in Fig. 2. The symbols

, & in this figure denote respectively the temperature,
pressure, & flow rate of process stream ; and represents the
measurement or control signal on line . The other nodes in this
model are defined in the Notation section.

Two negative feedback loops (NFBLs) can be identified in
the digraph:

1) the primary loop:
, and

2) the secondary loop: .

These two loops share a common path . It
should be noted that one of the inputs to the output of slave
controller is the output of master controller . Because the
latter represents the set point of FRC, a change in should
always drive the variables in the secondary loop away from their
original steady-state values. In other words, its effects are not
the same as those due to other inputs of . Consequently, in
developing the fault tree of a cascade control system, one must
take this relation between the primary and secondary loops into
account. The traditional method [13] is really not applicable in
this case.
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Fig. 2. The digraph model of a heat-exchange process with cascade control.

To derive a set of generalized fault-tree structures for all cas-
cade control systems, let us consider the standard digraph model
presented in Fig. 3 instead.

• , & denote respectively the sensor output,
controller output, & controlled variable in the primary
loop;

• , & denote respectively the sensor output, con-
troller output, & controlled variable in the secondary loop;

• is the only manipulated variable in the cascade system;
• represents the fault or failure affecting the loop variable

at position .

Notice that, if the inner loop is associated with a flow-control
system, then .

The two NFBL in Fig. 3 can be identified easily. Specifically,
the primary loop in the standard digraph is

, and the secondary loop
is . To facilitate our later
discussion, the loops are further divided into three paths in this
study:

1) ,
2) , and
3) .

III. QUALITATIVE SIMULATION

To develop fault-tree structures corresponding to the standard
digraph, it is necessary to gain a thorough understanding of the

fault propagation behaviors in the cascade control system. All
possible initiating faults & equipment failures can be classified
into four different types (A, B, C, and D) according to the cri-
teria suggested by Himmelblau [11], and Chang & Hwang [6].
For the sake of completeness, their definitions are repeated in
Appendix A.

To reduce the number of scenarios which must be included in
the fault trees, the following assumptions are adopted:

• Either the PI or the PID control strategy is adopted in the
master and slave controllers. Both controllers are well de-
signed and tuned.

• Component malfunctions which reverse the signs of edge
gains in the digraph, i.e., type D failures, do not exist in
the system.

• The probability of the simultaneous occurrence of two or
more type B and/or C failures within the same control
system is negligible.

The assumption of a well designed & tuned cascade control
system implies that its inner loop is much faster than its outer
loop and, if controllable, any disturbance entering the former
can be eliminated within the loop. On the other hand, type D
failures are excluded because they can be almost always elimi-
nated by preventive inspection before startup. Finally, the third
assumption is justified by the fact that the probability of a single
type B or C failure is usually very low, and that of multiple such
failures should be even lower. It is thus only necessary to con-
sider the effects of a single type A fault or type B failure, and
the combined effects of a type A fault & a type C failure.
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Fig. 3. The standard digraph model of cascade control systems.

Generally speaking, a digraph model explicitly describes the
cause-effect relationships between deviations in process vari-
ables (represented by 0, , & ), and component failures
(represented by 0, 1, & 10). The effects of a type A fault can thus
be determined by first assigning a nonzero value ( or )
to the corresponding node variable , and then evaluating the
values of all other affected variables. In a simple loop-free di-
graph, any of these variables can be determined by multiplying
its input value with the corresponding edge gain. In other words,
the output value of an arc can be computed according to the fol-
lowing equation:

(1)

where , & denote respectively the gain, input, &
output values. This evaluation process is generally referred to
as qualitative simulation in the present study.

However, for a stationary or quasistationary analysis as per-
formed here, this approach becomes infeasible if the system di-
graph contains NFBL. In particular, two opposite effects on the
loop variables are caused by an external disturbance. To describe
the behaviors of the loop variables more accurately, Chang &
Hwang [6] proposed an improved procedure to simulate qualita-
tively the corresponding fault propagation sequences in a single
NFBL. For the sake of completeness, a brief description of the
additional computation rules used for qualitative simulation is
included in Appendix B.

Notice that a fault of type A does not change the structure
of NFBL; the feedback mechanism of the control system is still
intact. However, if a component failure of type B occurs on a
NFBL, the regulatory function of the corresponding control loop
will be lost completely. In these situations, the simulation ap-
proach should be the same as that for a simple digraph without
loops.

Finally, notice that every type C failure is described with a
conditional edge in the digraph. Because the corresponding gain
is always zero, the connection between its input & output is
essentially severed by such a failure. In other words, the digraph
configuration is modified by such a failure. If, in addition, a
type A fault occurs, then the combined effects can be evaluated
by determining the fault propagation behavior in the modified
digraph.

The qualitative simulation techniques for the above two types
of fault propagation scenarios in a single NFBL are also ex-
plained in Appendix B.

IV. THE FAULT PROPAGATION PATTERNS IN CASCADE

CONTROL LOOPS

The qualitative simulation techniques can be applied to the
cascade control systems with the understanding that the distur-
bance propagation speed in the inner loop is much faster than
that in the outer loop. The results of a series of comprehensive
simulation studies are presented in the following.
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TABLE I
SIMULATION RESULTS: A TYPE A FAULT

A. Effects of a Type a Fault

The results of qualitative simulation corresponding to various
faults of type A are summarized in Table I. The effects of the
controllable (magnitude 1), & uncontrollable (magnitude 10)
disturbances are included in rows 1 through 7, & rows 8 through
14 respectively.

Let us consider the results of controllable disturbances first.
Notice that the values of loop variables in rows 1, 2, & 7 are
expressed in the form of . As explained in Appendix B,
these results indicate that the loop variables behave like those
in a single feedback loop. This behavior is due to the fact that
the corresponding disturbances ( , & ) enter the pri-
mary loop at the interior nodes on path 1. It is clear that any of
them can cause a change in . Because is the set point of
the slave controller, these disturbances are bound to propagate
through the secondary loop.

Notice that the simulation results can be interpreted more
clearly in terms of the precedence order defined in Appendix B.
Specifically, the fault propagation sequence caused by can
be written as:

(2)

where denotes the precedence order in the inner
loop, i.e.,

(3)

It should be noted that the propagation sequence listed in (3)
should be fully developed before the outer-loop variables reach
their final steady-state values in (2).

On the other hand, if an external disturbance enters at any
node on the secondary loop, i.e., , or , its effects
can always be compensated first with the slave controller,
and then the master controller. The corresponding results
are presented in rows 3 through 6 of Table I. Notice that the
value of each loop variable is now written in a new format,

, to reflect the fact that the inner loop is much

TABLE II
SIMULATION RESULTS: A TYPE B FAILURE

faster than the outer loop. The value can be regarded as the
state of a loop variable without feedback in both the primary
& secondary loops; can be considered as the temporary
steady-state value achieved in a short time period with the
faster secondary loop; is the value corresponding to the
final steady state reached in the cascade control system. For
example, the precedence order of fault propagation associated
with a type A fault at is

(4)

where the symbol again denotes the fully developed
precedence order in the inner loop, i.e.,

(5)

The results listed in rows 8 through 14 of Table I can be gen-
erated in a similar fashion. By definition, the “uncontrollable”
type A faults saturate the control system. This is reflected in the
column under . The sensor output of the outer loop cannot
be brought back to the set point, and its eventual value should
be . Because the same simulation procedure is used for both
controllable & uncontrollable disturbances, the precedence or-
ders of the latter cases are not discussed in this paper for the
sake of brevity.
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TABLE III
SIMULATION RESULTS: A TYPE A FAULT AND A TYPE C FAILURE ON PATH (1)

B. Effects of a Type B Failure

Let us first consider the effects of a type B failure at location
, or . A direct consequence is certainly the breaking

of the primary loop. Further, the resulting disturbances should
propagate through the secondary loop. This is again due to the
fact that the set point of the slave controller is changed. Be-
cause by definition the output of the failure node is maintained
at , some of the loop variables may be driven by the integra-
tion action of the master controller to the saturation level .
The corresponding simulation results can be found in rows 1, 2,
& 7 of Table II.

The outcome of a type B failure at or is the breaking
of both primary & secondary loops. As a result of integrating
a constant error term, the outputs of both the master & slave
controller ( & ), should eventually be saturated. The fault
propagation patterns of these two failures are presented in the
3rd & 4th row of Table II. On the other hand, notice that
is the common output of two loop variables & . The
former is a node on the primary loop, and the latter is on the
secondary loop. The results given in row 5 were obtained under
one assumption: neither nor can affect their output
in case a type B failure occurs at .

The most interesting results in this subsection are probably as-
sociated with the type B failure at (see row 6 in Table II). The
loop variables oscillate as the effects of such a failure propagate
through both loops. Let us consider the scenario after the sensor
in the inner loop fails, and its output is kept unchanged at .
To compensate the corresponding negative error, the slave con-
troller should try to close the control valve. However, because the
sensor output remains constant, and the inner loop is much
faster, the error in the secondary loop always exists. The slave
controller must be forced to drive the controller output near
0%, and shut the control valve almost completely. Consequently,
the controlled variable of the outer loop must be affected
and, on the basis of Fig. 3, its deviation is negative. This sus-
tained deviation could activate the master controller, and even-
tually cause its output reaching 100%. This implies that the
set point of the slave controller is raised to a very high level.
As a result, the sign of should be changed from neg-
ative to positive eventually. Again, due to the assumption that
the response of the secondary loop is quicker, the deviations in
inner-loop variables ( , & ) should be reversed and
then saturated. In other words, the corresponding control-valve
position should be wide open at this time. This should inevitably
affect the outer-loop variables in the opposite direction. Thus, it
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TABLE IV
SIMULATION RESULTS: A TYPE A FAULT AND A TYPE C FAILURE ON PATH (2)

TABLE V
SIMULATION RESULTS: A TYPE A FAULT AND A TYPE C FAILURE ON PATH (3)

is clear that all loop variables (except ) may experience cyclic
oscillation after a type B failure occurs at . To facilitate un-
derstanding the fault propagation behavior in this case, its prece-
dence order is also provided as follows:

(6)

where

(7)

(8)

(9)

(10)

(11)

(12)

(13)

C. Combined Effects of a Type A Fault and a Type C Failure

As mentioned previously, the tangled loops in a cascade con-
trol system can be classified into three paths according the their
respective structural characteristics. The discussion here is thus
divided into three parts accordingly:

1) The Type C Failure Is on Path 1: The primary loop is
broken. Only the secondary loop is left intact in this situation.
Because the fault propagation pattern is also dependent upon the
location of the type A fault, let us consider the combined effects
of the above fault & failure accordingly.

If a type A fault enters the primary loop at one of the interior
nodes of path 1, i.e., , & , neither the primary loop nor
the secondary loop is useful in compensating its effects. In some
cases, the master controller may even drive its output &
downstream nodes to saturation. The corresponding simulation
results can be found in Table III.

On the other hand, if a disturbance enters the secondary loop
on path 2 or 3, i.e., , or , the secondary loop should
behave just like a single NFBL. The simulation results for these
cases are also presented in Table III. Notice that the final value
of S4o in row 6 reaches its saturation level. This occurs because
only in this case the controlled variable of the secondary loop,
i.e., , is forced to deviate from its normal steady-state value,
and thus cause a constant change in the input to the master con-
troller .

Finally, notice that row 15 in Table III is excluded from con-
sideration. In this case, the sensor in the primary loop is subject
to two different malfunctions at the same time, i.e., a type A
fault & a type C failure. This is of course highly unlikely.

2) The Type C Failure Is on Path 2: The regulatory func-
tions of both the primary & secondary loops are lost due to a
type C failure occurring on their common path. Thus, the effects
of type A faults can be evaluated in a straightforward fashion.
Specifically, the value of each node can be determined by mul-
tiplying its input value with the corresponding edge gain. The
only exceptions are the two controller outputs & . They
should be saturated due to the integration action of controllers.
The simulation results are presented in Table IV.

3) The Type C Failure Is on Path 3: The corresponding sim-
ulation results are presented in Table V. Observe that the system
oscillates as long as a type A fault enters the primary loop after
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Fig. 4. Structure I.

the occurrence of a type C failure on path 3. This interesting
finding has never been reported before.

Let us consider the reason for this unique system behavior.
It is obvious that, if a disturbance enters the primary loop, the
master controller should always try to adjust its output, or equiv-
alently, the set point of the slave controller . The ultimate
goal of this control action is to eliminate the error between the
normal set point of the master controller, and the sensor output
in the primary loop . However, due to the existence of a
type C failure on path 3, the slave controller is incapable of de-
tecting any change in the sensor output of the secondary loop

, even after its set point is adjusted. Because a nonzero
error persists, and the inner loop is much faster,
the slave controller is forced to increase the magnitude of its
output until saturation is reached. Consequently, the con-
trolled variable of the primary loop may be brought back
too much to cause a deviation opposite to the original one. To

Fig. 5. Structure II.

remove this, the master controller is required to alter the direc-
tion of its output. In other words, if is increased (or de-
creased) originally by the master controller, then its value must
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Fig. 6. Structure III.

be decreased (or increased) as soon as the error between the
set point & sensor output changes sign. By the same argument,
the secondary loop must reach its saturation level again, but in
the opposite direction. Consequently, this oscillatory behavior
of each outer-loop variable will continue indefinitely. For illus-
tration purpose, let us consider the scenario associated with row
9 of Table V, the combined effects of a type A fault at &
a type C failure between & . The corresponding prece-
dence order of fault propagation is

(14)

where

(15)

(16)

(17)

The sub-sequences in (15) & (17) can be written as

(18)

(19)

(20)

(21)

(22)
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Fig. 7. Structure IV.

Fig. 8. Structure V.

(23)

Fig. 9. Structure VI.

Finally, notice that row 13 is excluded from our analysis. This
is based on the rationale that the occurrence probability of two
simultaneous sensor malfunctions in the inner loop is negligibly
low.

V. GENERALIZED FAULT TREE STRUCTURES

The conventional digraph-based approach [13] is followed in
this work to synthesize the fault trees. It should be noted first that
each intermediate event in a fault tree can be associated with a



JU et al.: CONSTRUCTING FAULT TREES FOR ADVANCED PROCESS CONTROL SYSTEMS 53

Fig. 10. The fault tree corresponding to the top Event “T (�1)” in a cascade control system—part 1.

node in the corresponding digraph. To identify the appropriate
logic gate (and also its input events) connected to a particular
intermediate event, it is necessary to characterize the digraph
configuration of the corresponding nodes. Therefore, the simu-
lation results given in Tables I through V must be re-organized
according to node locations to facilitate implementation of this
approach. It can be deduced from the simulation results that the
intermediate events associated with the nodes on the same path,
i.e., path 1, path 2, or path 3 in Fig. 3, can be actually handled in
the same way. On the basis of this finding, a total of six (6) gen-
eralized faulttree structures have been developed for the cascade
control systems. A detailed description is presented below:

A. Structure I

In developing the fault tree for a given cascade control
system, structure I (see Fig. 4) is applicable to a deviation in the
current output variable associated with an interior node on path
1. The four substructures in structure I, i.e., the 4 inputs of the
top-most OR gate, are discussed here in a left-to-right order.

The first substructure is associated with results presented in
rows 8, 9, & 14 in Table I, and rows 1, 2, & 7 in Table II. These
events are basically originated from local input nodes, and fur-
ther, can be classified into

• the uncontrolled type A faults,

• the type B failures, and
• a set-point change.

Notice that the third event class is included on the ground that
the effects generated by altering the set point of master con-
troller are essentially the same as those caused by a type B
failure.

In the second substructure, the combined effects of a control-
lable type A fault at a local input node & a type C failure on the
primary loop are described. In this part of the fault tree, a devia-
tion in the current output is attributed to the scenario that a local
disturbance cannot be compensated by the feedback mechanism
of the outer control loop. Notice that two new terms, incidence
node & feedback path, are introduced to facilitate concise de-
scription of this substructure. Their definitions are presented as
follows:

• Incidence Node—The first NFBL node encountered in the
digraph-based fault-tree synthesis process.

• Feedback Path—A path on a NFBL which starts at the in-
cidence node and ends at the node representing the current
output.

The corresponding simulation results can be found in rows 2, 7
through 9, 14, 16, 21 through 23, & 28 in Table III, and rows 1,
2, 7 through 9, & 14 in Table IV.
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Fig. 11. The fault tree corresponding to the top event “T (�1)” in a cascade control system—part 2.

Because the oscillatory behavior of current output can be
viewed as a special form of abnormal deviation from the normal
steady state, its causes are listed under the third substructure. Es-
sentially, this substructure is the conclusion drawn from rows 1,
2, 7 through 9, & 14 in Table V.

The fourth substructure is used to trace the causes of a devia-
tion in the current output along path 1. Under the left branch of
this substructure, the value of local input on path 1 can be ob-
tained simply by dividing the output value with gain. The branch
on the right hand side is applicable only when the current output
is the controller output . Due to the integration action of the
master controller, its input value may be expressed in the form

.

B. Structure II

There is a need to further develop the right branch under the
fourth substructure of structure I. The substructure II in Fig. 5
can be utilized for this purpose. The results in rows 1, 2, & 7 of
Table I are basically reflected in the left branch. In other words,
the loop variables on path 1 may be affected by the controllable
local disturbances initially, but should eventually be brought
back to its normal value. The right branch can be used to iden-
tify additional upstream causes along path 1.

C. Structure III

Structure III (see Fig. 6) is applicable to the current output
associated with a node on path 2. Notice that this 9 structure is
organized in a way similar to structure I. The four substructures
here are also discussed in the same left-to-right order.

The uncontrollable effects of local inputs, i.e., the type A
faults & type B failures, are included in the first substructure.
The corresponding results are presented in rows 10 through 12
of Table I, and rows 3 through 5 of Table II, respectively.

Because path 2 is shared by the primary & secondary loops,
the effects of a controllable local disturbance can be compen-
sated as long as one of the loops functions normally. In other
words, only after these two loops are both inactive, it is possible
to create a deviation in the current output with a controllable
type A fault. The second substructure is just an alternative state-
ment of this observation. Notice that two possible combinations
of type C failures are included in the branch on the right. These
two possibilities are:

1) two simultaneous failures:
• one failure occurring on the intersection of path 1 &

the feedback path of primary loop, and
• another one occurring on the intersection of path 3

& the feedback path of secondary loop;
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2) a single failure occurring on the path shared by the feed-
back paths of both loops.

Here, the definition of feedback path is the same as that given in
structure I. The simulation results corresponding to the second
case described above are presented in rows 3 through 5 & 10
through 12 of Table IV. Notice that the first scenario above ac-
tually violates one of the basic assumptions of this study; the
simultaneous occurrence of two or more type C failures should
be ignored. Such possibilities are still kept in structure III for
the sake of completeness. The user can exclude them in prac-
tical applications on a case-by-case basis.

The third substructure is used to represent the results in rows
3 through 5, & 10 through 12 in Table V. These scenarios are
basically concerned with the combinations of a type A fault &
a type C failure leading to system oscillation.

The fourth substructure here can be used to identify the fault
propagation patterns along path 2. Notice first that an external
disturbance may enter the system at an interior node and then
propagate through path 2. The branch on the right is designed
to cover such possibilities. Notice also that, because none of the
sensor outputs are located on path 2, the input value under this
branch should not be . On the other hand, if the current
output is corresponding to the starting node of path 2, i.e., ,
it is obvious that none of its inputs are located on the same path.
In this case, the local inputs on the primary & secondary loops
must be considered instead. Because the input on the former
is the set point of the latter, a change in is guaranteed
to cause a deviation in . On the other hand, a deviation in
one of the inner-loop variables on path 3 can also generate
abnormal perturbations along path 2. These phenomena can
be observed in the simulation results corresponding to in
Table I to Table IV. In this substructure, the branch on the left
can be used to describe the relationships between , and its
inputs on paths 1 & 3.

D. Structure IV

Structure IV is intended for the loop variable associated with
an interior node on path 3 (see Fig. 7). This structure is most
likely needed in developing the left branch under the fourth sub-
structure in structure III. Again, it is organized with the same
format as that of structures I & III. Its four substructures are de-
scribed in the sequel, in a left-to-right order.

The scenario presented in row 13 of Table I is reflected in
the first substructure. The root causes are mainly the uncontrol-
lable local faults of type A. It can be observed from row 6 of
Table I that, although a deviation in may be caused by the
controllable type A faults at , the other loop variables (ex-
cept ) can still be brought back to their normal values by the
master controller. These faults cannot be the causes of a com-
monly-used top event, a deviation in one of the outer-loop vari-
ables.

The combined effects of a local fault of type A & type C
failure on path 2 are described in the second substructure. Be-
cause the disturbance entering path 3 cannot be compensated in
this case, the inner loop will be saturated eventually. This type
of behavior can be observed in rows 6 & 13 of Table IV.

TABLE VI
THE MINIMAL CUT SETS IN THE CASCADE CONTROL SYSTEM

The failure mechanisms which result in system oscillation are
depicted in the third substructure. They can be classified into
two groups:

1) a type B failure directly affecting the interior nodes of
path 3;

2) a controllable fault of type A entering path 3 after a type
C failure occurring on the same path.

An example of the first mechanism can be found in row 6 of
Table II. Because there is only one interior node on path 3 of the
standard digraph in Fig. 3, examples of the second mechanism
are not included in the simulation results. However, it is clear
that the effects of these two mechanisms should be the same,
because a type B failure can really be viewed as a type A fault
& a type C failure acting on the same equipment.

Finally, the fourth substructure can also be used to trace the
causes of a deviation in the current output along path 3. Because
the controller output is not an interior node of path 3, the
possibility of input value is excluded from consideration.

E. Structure V

The structure presented in Fig. 8 is also needed in developing
the left branch under the fourth substructure in Structure III. The
current output in this case must be associated with an interior
node on path 3. The substructure on the left hand side is used
to represent the fault propagation patterns observed in rows 6,
13, 20 & 27 of Table III. The second substructure can be used
to locate the causes along path 3.
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Fig. 12. The digraph model of a heat-exchange process with single-loop feedback control.

F. Structure VI

The structure in Fig. 9 can be applied to a path-2 variable with
deviation value . It is useful only when there is a need to
develop the remaining fault tree after applying structure II or
structure V in a recursive fashion. This recursive implementa-
tion process is continued until the starting node of path 1 or path
3 becomes a local input to the current output of the adopted fault
tree structure.

VI. APPLICATION

To demonstrate the usefulness of the generalized fault tree
structures, they have been applied to the heat exchange system
described in Fig. 1. The top event chosen for this example is

(that is, the temperature of stream 2 is too low). The
resulting fault tree is presented in Figs. 10 & 11. The minimal
cut sets can then be determined accordingly (Table VI).

Notice that a cascade control strategy only complements the
standard single-loop feedback control. Because the cascade
system requires more control equipment, its reliability is
expected to be lower than the equivalent single-loop system.
Consequently, there is a need to quantitatively compare the
risks of system failures in both cases. If the same heat ex-
change process is controlled with a single feedback loop, the
corresponding system digraph can be obtained by removing the
nodes & from Fig. 2, and then connecting to (see
Fig. 12). In this case, the fault tree can be constructed easily
with the conventional techniques (Figs. 13 & 14). Notice that,

although both trees are similar, many branches in the tree for
the cascade control system do not appear in this new tree. In
particular, these missing branches include

• the first four branches under in Fig. 11 (the
failure mechanisms associated with the flow sensor and
controller); and

• the branches corresponding to the third substructure in
structure I and III (the causes of system oscillation).

The minimal cut sets of the fault tree presented in Figs. 13 and
14 are presented in Table VII. It is clear that, as a result of the
missing branches indicated above, the causes of system failure
in the single-loop system are much fewer than those in the cas-
cade system. In particular, 25 minimal cut sets of the fault tree
in Figs. 10 & 11 are excluded in Table VII. Their set numbers in
Table VI are: 7, 10, 11, 22 through 25, 30 through 33, 35 through
40, 43 through 46, & 59 through 62. These results certainly re-
veal that the cascade control system is less reliable. However,
notice that the 47th to 58th sets in Table VI are reduced to the
sets numbered as 21, 22, 25, 26, 28 & 29 in Table VII. In these
cases, the cascade system should be less vulnerable because the
occurrence probability of two simultaneous type C failure can
be assumed to be negligible.

Therefore, in terms of reliability and control performance, it
is not obvious which one of the two control strategies discussed
above is better in general. The issue of trade-off has to be ad-
dressed more rigorously on the basis of quantitative risk calcu-
lation according to the fault trees presented in Figs. 10, 11, 13,
& 14.
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Fig. 13. The fault tree corresponding to the top event “T (�1)” in a single-loop feedback control system—part 1.

Fig. 14. The fault tree corresponding to the top event “T (�1)” in a single-loop feedback control system—part 2.
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TABLE VII
THE MINIMAL CUT SETS IN THE SINGLE-LOOP FEEDBACK CONTROL SYSTEM

APPENDIX A
CLASSIFICATION OF FAULTS AND FAILURES

The definitions of faults and failures suggested by Himmel-
blau [11] are followed in this work. The word fault is used to
designate the departure from an acceptable range of a measur-
able process variable or calculated parameter associated with
an equipment. Failure, on the other hand, is taken to mean com-
plete inoperability of an equipment for its intended purpose. It
should be noted that a failure should be viewed as a basic event
which may trigger fault propagation in a system. On the other
hand, a fault is always the result of an equipment failure or an-
other fault. Because a system boundary must be selected to limit
the scope of fault tree analysis, some of the faults in a system
could be caused by external faults or failures. These faults are
also regarded as “initiating” events in the present study.

The initiating faults & equipment failures are classified into
four types based on their digraph representations, and also the
patterns of their propagation in the system:

Type A: For initiating faults such as abnormal variations in
the process variables or partial component failures (i.e., degra-
dation in the equipment’s performance such as a small leak or a
partial plug in a control valve), the corresponding digraph repre-
sentation should be a node without inputs. The outward edges of
such nodes are directed to process variables. A typical digraph
model can be found in Fig. 15, where & are process vari-
ables, and is the fault of type A. The effects of this type of
faults/failures can be determined by assigning a nonzero value
( or ) to , and the values of the other variables in the
digraph can then be evaluated accordingly. Notice that, in ana-
lyzing these effects for the purpose of classification, the implied
assumption is that no other failures exist simultaneously. Fur-
ther, if both & are on the same FBL, the value of can
be affected not only by but also by .

Type B: The digraph configuration of component failures
such as sensor failing high or control valve failing close is actu-
ally the same as that of type A. However, their effects should be
analyzed differently. If a failure of type B occurs, and both

& are variables on the same NFBL, then is always af-
fected by alone, and should be independent of the input .

Fig. 15. The digraph model of type A faults.

Fig. 16. The digraph model of type C failures.

Type C: Component failures such as sensor stuck or control
valve stuck should be modeled by conditional edges with zero
gain. An example can be found in Fig. 16. The occurrence of a
failure of this type only changes the configuration of the system
digraph; the edge between & can be considered as nonex-
isting. The state variables of the system remain at the normal
levels without additional disturbances.

Type D: Component failures such as controller reversed
(from direct action to reverse action or vice versa), or control
valve reversed (from air-to-open to air-to-close, or vice versa)
can also be represented by conditional edges. An example of
such failures is presented in Fig. 17, which is also represented
by a change in the configuration only. Obviously, the occur-
rence of a failure of type D changes the direction of the effects
of an additional fault (if it occurs) propagating from to .
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Fig. 17. The digraph model of type D failures.

Fig. 18. The digraph configuration of a typical NFBL.

APPENDIX B
THE FAULT PROPAGATION PATTERNS IN A SINGLE NFBL

The fault propagation patterns in a single NFBL can be de-
termined with qualitative simulation techniques. Let us consider
the standard NFBL presented in Fig. 18. In this figure, is the
sensor signal, represents the controlled variable, is the
manipulated variable, denotes the output signal from the con-
troller, and the nodes , & are used to represent type
A faults and/or type B failures. In addition, to facilitate illustra-
tion of the phenomena caused by an external disturbance and/or
an equipment failure, let us define an event symbol to rep-
resent the abnormal condition associated with a node on the fault
propagation path. Here, denotes the node label, and is its
qualitative value; this symbol denotes the event “ ”.

Three types of scenarios are described next:
The Effects of a Type A Fault: As mentioned previously, any

disturbance to a NFBL generates two opposite effects on the in-

TABLE VIII
NEW INTERPRETATIONS OF GAINS BETWEEN SENSOR OUTPUTS AND

CONTROLLER OUTPUTS

TABLE IX
FAULT PROPAGATION PATTERNS IN A SINGLE NFBL—A TYPE A

FAULT OF VALUE +1

cidence loop variable. For example, although the gain of the edge
between & is positive, the product of the gains on the path

is negative. The net
effect is zero if the control loops function properly. The event

causes , & at new steady
state. This special behavior of NFBL creates a problem in sim-
ulating fault propagation, i.e., the cause-effect relations are not
consistent with individual edge gains specified in the digraph.

To overcome this problem, Hwang & Chang [6] suggested that
the states of loop variables can be represented with symbols of
the form . This symbol can be regarded as the state of a
loop variable which would have a value without feedback, but
approaches at the new steady state due to regulatory action.
Thus, due to its integral action, the digraph model of PID con-
troller in NFBL can really be interpreted according to Table VIII.
Consequently, the effects of a type A fault corresponding to
can be described with a set of modified event symbols, i.e.,

(B1)

Furthermore, the implied fault propagation sequence can be ex-
pressed explicitly in terms of a precedence order;

(B2)

Here, the symbol is used to represent the direct causal rela-
tion between two abnormal events.

The patterns of deviations in the loop variables caused by
disturbances at various locations are summarized in Table IX.
Several interesting features can be observed from this table:

• a sub-path is formed by the loop variables with values
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TABLE X
FAULT PROPAGATION PATTERNS IN A SINGLE NFBL—A TYPE A

FAULT OF VALUE +10

TABLE XI
FAULT PROPAGATION PATTERNS IN A SINGLE NFBL —A TYPE B

FAILURE OF VALUE +1

• the starting node of this sub-path is the incidence node,
and

• the terminal node is always the one corresponding to a
sensor output.

A similar analysis can be carried out for disturbances of mag-
nitude 10. The value 10 in this study is regarded as a “very large”
quantity which would saturate the control loop [13]. A summary
of the corresponding fault propagation patterns is presented in
Table X. Because the loop is saturated, the effects generated by a
disturbance with magnitude 10 cannot be cancelled with regula-
tory action, and a nonzero deviation always occurs in the sensor
output.

The Effects of a Type B Failure: From the definitions pre-
sented in Appendix A, it is clear that the digraph representation
of a component failureof type B is essentially equivalent to that of
simultaneous occurrenceofa typeC failure & a local disturbance.
Because in this case the NFBL is broken, and also the value of in-
cidence loop variable is fixed at (or ), the fault propaga-
tion pattern can be determined on the basis of the resulting simple
digraph without feedback. For example, the simulation result
corresponding to a type B failure at can be expressed as

(B3)

Notice that, due to the integral action in controller, the value of
should reach eventually. A summary of XI.

The Combined Effects of a Type a Fault and a Type C
Failure: As mentioned previously, a type C failure is repre-
sented with a conditional edge with zero gain. If it occurs in the
control system, the regulatory action in NFBL is essentially lost.
The corresponding feedback loop should be broken due to such a
failure. The combined effects of a type A fault & a type C failure
can be evaluated by determining the fault propagation behavior

in the resulting digraph. For example, the simulation result of a
type A fault at & a type C failure between & is

(B4)

Because the effects of other combinations of type A faults
& type C failures can be determined easily in a straightforward
fashion, the corresponding simulation results are omitted for the
sake of brevity.
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