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Traditionally, the task of conjecturing the operation steps in batch processes is carried out manually on an ad
hoc basis. This approach is often time-consuming in industrial applications, and furthermore, the resulting
recipes may be error-prone. The aim of this paper is thus to develop a systematic strategy to generate the
optimal operation procedures with the Petri-net based binary integer programs (BIPs). Specifically, the system
net consists of three types of standard subnets, i.e., the path modules, the equipment modules, and the process
modules. The logic constraints in the corresponding BIP are formulated mainly for the purpose of describing
the token movements in the system net. Additional constraints are also incorporated to enhance solution
efficiency. The specific actions in the optimal operating procedure can be determined by solving this integer
program. Two distinct classes of operation modes can be identified: (1) stage-based operating procedures
and (2) time-based operating procedures. Several realistic examples are provided in this paper to demonstrate

the feasibility of the proposed strategy.

1. Introduction using a graph search method. A two-tier planning methodology
was developed by Li et dlThe operating path was determined

The batch operations considered in this work can be jn the top tier with nonlinear programming models, while the
characterized more specifically as material transfer. Moving primitive operation steps were synthesized in the bottom tier
materials from one unit to another via interconnecting pipelines ysing a generic model-based reasoning method. Finally, the
should be considered as a basic operation performed routinelysymbolic model verifier (SMV) was adopted by Kim and M&on
in every batch chemical plant. Such operations are essential totg generate safe operation steps for the multipurpose batch
almost all batch processes, e.g., mixing, filtration, distillation, processes.
extraction, reaction, energy transfer, and even clealing.  Ajthough interesting results have been generated in the
Traditionally, the tasks of finding all possible material-transfer aforementioned studies, these methods are still not mature
routes and then synthesizing the corresponding operatingenough for the multitask applications in practice. One of the
procedures are carried out manually on an ad hoc basis. For anajin reasons is due to the inherent deficiencies in their modeling
complex industrial plant, the demand of these tasks for time togls. To this end, notice that a formal definition of the
and effort may be overwhelming and the resulting recipes are terminology, models, and functionality of industrial batch control
often error-prone. Thus, in order to relieve work load and also systems has already been published in the ISA standard ISA-
to enhance operation performance, it is highly desirable to 588 019 It was shown that a sequential function chart (SFC) is
develop a systematic strategy to conjecture the needed operatioRyjitable for representing the hierarchical procedural model
steps correctly and efficiently. specified in this standaf@ Notice also that an SFC is essentially

In a pioneering work, Rivas and Rutigroposed a method  derived from the basic concepts of Petri net, and a large
for the synthesis of failure-safe procedures to help the operatorscollection of extensions are already available for enhancing the
make proper decisions during emergency situations. A valve descriptive power of the latter mod€llt is therefore logical
operation sequence can be quickly determined to reach the giverto develop a Petri-net based methodology for generating the
operation objective. O’Shintdandled this problem with a more  batch operating procedures automatically. A few related studies
efficient solution technique. The author developed the algorithms can be found in the recent literature. For example, a hierarchical
for finding the routes between the given starting and terminating control structure was proposed by Ferrarini and Pirdédiith
points of a material stream and also for evaluating the flow a supervisor module coordinating several slave controllers. The
state in each unit along the stream. The operating proceduressupervisor was represented with Petri net, whereas the slaves
were then synthesized on the basis of these algorithms. Foulkesvere represented by the sequential function chart. A design
et al’ represented the states of fragments in a plant structuremethodology for the logic control systems of batch processes
with a series of condition lists. They utilized a combination of was then developed accordingly. On the other hand, the
artificial intelligence techniques, pattern matching, and path approach taken in Chou and Charajnd also in Wang et &l.
search algorithms to identify all feasible routes for transferring can be regarded as another example. A systematic procedure
a designated material from one storage tank to another in thewas suggested in these works to generate all feasible operating
plant. Uthgenanfiused digraph models to describe the network procedures for realizing the given material-transfer tasks ac-
of interconnected process equipments. The material transfercording to the reachability tree of Petri-net model.
routes and the required operating procedures can be obtained The Petri-net based approaches mentioned above suffer

mainly two drawbacks in realistic applications, i.e., (1) the

*To whom correspondence should be addressed. Tel.: 886-6-275- Optimality of a selected feasible propedure cannot be.guaranteed
7575 ext 62663. Fax: 886-6-234-4496. E-mail: ctchang@ and (2) the time schedule for carrying out the material-transfer
mail.ncku.edu.tw. tasks must be given in advance. To solve these problems, the
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Figure 1. Standard valve model.

emphases of the present study are placed upon issues concerning
the synthesis of optimal operating procedures and also theirFigure 2. Typical pipeline network (example 1).

implementation schedule to achieve any collection of given . . )
material-transfer tasks on the basis of Petri-net models. ForSWitching actions from P¥to PV© and vice versa. The input
illustration purposes, the standard Petri nets are first developedP!@ce PC of the transitions T¥can be interpreted as the valve-

in section 2 to represent the detailed operation actions, the®Pening command issued by a programmable logic controller
material-transfer paths, and the corresponding variations in ©f @n operator, and the place Can be considered as the
process conditions. A systematic procedure is also presented tgi€mand for valve-closing action. .

construct the system model by assembling these components _©On the other hand, since the standard operating procedure
hierarchically. Binary integer programs (BIPs) can then be (SOP) of a pump (or compressor) and its isolation valves can
formulated accordingly to generate either stage-based or time-P€ regarded as a well-established industrial practice, e.g., see
based operating procedures. The detailed model constraints and€ Work of Karassik and McGuiré the detailed steps in SOP
objective functions of these two types of BIP models are outlined &€ Not described in the corresponding equipment model for
in sections 3 and 4, respectively. Finally, the summaries of the sake of simplicity. Thus, the Petri net presented in Figure 1

application studies concerning a large pipeline network and a IS &/S0 used in the present study to model power-generating
beer filtration plant are provided in the last section. systems. In this case, the places®Pahd P\F represent two

opposite states, i.e., on and off, of the system, respectively. The
transitions T\? and T\F can be regarded as a series of standard
actions to turn on and off the pump/compressor system.

The mathematical representation of tiréinary Petri net is 2.2. Representation of Material-Transfer PathsThe most
provided by Petersol. A detailed review of the Petri-net  critical issue in modeling arocess configuratiofs concerned
elements and the transition enabling and firing rules can be with division of the given system into distinct components. The
found in the work of David and Alla! On the basis of these  concept ofragment8is adopted in this work for such a purpose.
fundamental developments, a systematic approach has beemn particular, a fragment is defined as a collection of pipeline
proposed by Wang and Chang®to construct Petri nets for  branches and/or process units separated from other fragments
modeling the batch operations. In particular, a system model (or the environment) by valves, pumps, compressors, and other
can be assembled with a hierarchy of four different levels of means of flow blockages in the piping and instrumentation
components. In any existing batch process, the first-level diagram (P&ID). Let us consider Figure 2 as an example. Eight
component (which is usually a programmable logic controller fragments can be identified according to this criterion, i.es+R
or a human operator) is used to execute the operating stepg-Rs. Notice that every pump and its isolation valves are viewed
specified in a recipe on the basis of a predetermined time as onelumped power-generating system and this system is
schedule or a set of sensor measurements. Its actions alter théreated as a flow blockage if it is turned off. Notice also that,
states of valves, pumps, and compressors in the second levelin many industrial plants, the pipeline networks contain dead
The states of these components in turn determine the proces$ranches. These branches are usually separated from the
configuration and, consequently, the operation mode and atmosphere by blanks, slip plates, and/or closed and locked
equipment condition of each process unit in the third level. valves. According to the definition given above, every dead
Finally, these process states are monitored via sensors in théranch and its connecting branches can still be viewed as a
last level, which may or may not be utilized as the basis for single fragment as long as no flow blockages can be found inside
further controller actions. this fragment.

For the purpose of recipe synthesis, it is obvious that the first-  For illustration convenience, let us first examine the simplest
level components cannot be included in the Petri-net model sincefragment structure, i.e., a pipe branch isolated by an inlet valve
the operating procedures are unavailable. Moreover, to simplify and an outlet valve (see Figure 3a). In this case, the flow in
BIP formulation, the sensor models are ignored in this work by either valve is allowed only in one direction. The corresponding
assuming that the process conditions and their measurement®etri-net model is presented in Figure 3b. The place FR in this
are always identical. The remaining component Petri nets aremodel is used to reflect the fragment state. More specifically,
briefly described as follows. a token entering such a place denotes the condition that fluid is

2.1. Representation of Equipment Operationsin order to delivered to the corresponding fragment from an upstream
generate the specific operation steps to realize the material-source fragment. Notice that places ‘l?%(nd P\g represent
transfer tasks, the system Petri net must contain the second+espectively the “open” positions of the upstream and down-
level component models. The standard Petri-net representatiorstream valves. Thus, the transitions Chind CN can be
of a valve can be found in Figure 1. Here, the place$ BNd interpreted respectively as the events that establish the corre-
PVC denote two opposite valve positions respectively, i.e., open sponding connections. On the other hand, if both valves in
and close. The transitions Pdnd T\Frepresent the valve-  Figure 3a permit bidirectional material transfer, the fragment

2. Hierarchical Petri-Net Model
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Figure 5. General petri-net representation of a process unit.
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Figure 3. (a) Basic structure of a piping fragment with two single-direction  ing the aforementioned equipment models and process models
valves. (b) Petri-net model of a basic fragment with two single-direction g the path model. This model-building approach may cause a
valves. (c) Petri-net model of a basic fragment with two bidirection valves. problem in succinctly describing the operation steps of a bidirec-

PV.0 PV.0 PV,0 tional valve. Notice that the corresponding connection status
é é between two adjacent fragments is in fact characterized with two
5__* FRs i ERs ;_‘5-57 distinct places in the path model (e.g., se&gB\and P\, in
CN, N CN, N CN, Figure 4). Consequently, it is necessary to attach two separate
Ny Nug, CNgo/ \ONgo valve models_ to these places respectively according to th_e pro-
O N aYars posed modeling method. As a result, the places representing the
P50 PV, 50 g% o° PV valve positions and also control commands are duplicated. This
problem can be circumvented by imposing extra constraints in
CNi AN g A CN the integer program to reconcile the conflicting operation deci-
%2 ‘151{4 . \ﬂi d PR, sions which may be generated in the optimal solution. A detailed
O O explanation of this technique will be given in the next section.
PV,0 PV PV
Figure 4. Path model of the example network in Figure 2. 3. Stage-Based Operating Procedures

For illustration convenience, a simplified version of the
recipe-synthesis problem is considered here. Let us temporarily
assume that the elapsed times of all material-transfer tasks are
identical and thus can be ignored in the model formulation. The

transfgr actions to and.from the fragment FR via the corre operation steps needed to perform any task are expected to be
sponding valve. Finally, it should be noted that all mass-transfer e . . S

. . - completed within a standard time period, which is referred to
paths can be found in a Petri net assembled by connecting the

fragment models according to the process configuration. This as astagein this paper, and multiple tasks are allowed to be
net is referred to as theath modein this study. For example, carried out in a single stage. In other words, only the

the path model presented in Figure 4 can be built on the basisL@pllj?rrgg?;aégghogaereo;stagszra?gg vmﬁ tﬁgerr"’g'szr:]t?:t'c;gzch
of the P&ID in Figure 2. 9 g g p pp :

. . . 3.1. Path Constraints.Logic constraints can be written to
2.3. Representation of the Process UnitsAs mentioned g

ousl ; t i<t of not onlv pinell but characterize the movements of tokens in the path model. In
previously, a fragment may consist of not only pipelinés bu particular, two different types of binary variables, i.g.and

also process unitsFor example, each of the source or sink o are adopted to represent the token numbers in places

fragments in Figure 2 (i.e., RRFR,, FR;, and FR) contains a K - :
piping branch as well as a storage tank. Any material-transfer representing the fragment states (F&nd connection status

operation inevitably changes the states of the process units(PVlQ)’ respectively. To facilitate explanation of the constraint

located on the path between source and sink. If the operationformUIatior." Ie_t us consider the gengralized fragment model
goal is to control or manipulate the unit states, the corresponding presented in Figure 6. The causal relations between the fragment
places reflecting the fragment states in the path model shoulgState of FiRand th°$e of its downs_tream ar_1d upstream fragm_ents
be replaced with the more detailed process models. A general-c"’ln be _translated Into the following two '”equ?‘"ty constraints
ized version of this process model is presented in Figure 5. Here,respectlvely according to th? formulation techniques developed
the placesS 1, Spa, ..., S represent the states of the process by Raman and Grossmaffi.e.,
unit located in_fragment HRandV\/i_,l, W 5, ...,V\/i,n_ can be vigwed _ @Q@-—x)+@- y]%) +x4>1 jdeJD, ide ID 4 (1)
as the operation modes established by their connections with
the adjacent fragments. Specific examples of this model will 4 _ _\0 : :
be prerented Iatger in the cgse studies. P @0+ @ =y)Fx=1 juely iuelyy, )

2.4. System RepresentationThe Petri-net representation of  where X%, Xig, Xiu € {0,1; yj?,, yj?, € {0, 1}; ID; = {jdy, jdy, ..};
the entire system is constructed in the present study by connectJU; = {ju, juy, ..}; IDjg, = {idy}; IUjy, = {iuc}. In other words,

model depicted in Figure 3b should be changed to the one shown
in Figure 3c. Notice that each transition in the former Petri net
is now replaced with two transitions to denote the material
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the elements of sedD; are used to distinguish the places and switching off all running pumps at the end of each operation
representing the downstream connection states of fragment FR stage. In other words, the corresponding binary variables
ie., P\ﬁﬂ, P\/J%Z, ..., and the elements of sat; are for the yjOI values should be setto 0 alyﬁ' values should be 1 in all
places representing the upstream connection states of fragmenoperation stages.

FR, i.e., P\,{?ﬂ, P\/j(az, ...;id¢ andiu, denote the indices of the In addition to the constraints given above, it is necessary to
places representing the states of ktfe downstream fragment  impose the following auxiliary constraints to enhance search
and thek'th upstream fragment, respectively. efficiency:

It is obvious that, other than the source and sink, there should (1) It is obvious that the state of any equipment must be
be exactly one downstream connection and one upstreamunique, i.e.,
connection for any fragment FRn a material-transfer path.

The corresponding logic constraints can be expressed as yjo + y]-C =1 (8)
(1—x)+ dZD yj?j >1 3 (2)_ If_ an equ_ipment is at its open (or clos_ed) state initially,
jd<Ib; then it is meaningless to execute the operation step to open (or
close) the same equipment. The following constraints are
(1—x)+ ; YJ% >1 (4) adopted to prevent such possibilities
i€JU;
yY'+z <1
o<1 5
PR © i +f =1 ©
o_q ©) (3) In order to ensure practical applicability, it is assumed
jgu Y = that every piece of level-two equipment (except the source

valves and power-generating devices) can be operated at most

Notice that constraints-16 must be imposed upon all fragments  ©Nce: Thus, the corresponding constraints can be expressed as

except that (1), (3), and (5) cannot be used to describe the flow 6. C
connections of sinks and (2), (4), and (6) are not applicable in z+z = 1 (10)
the case of sources. ) )

3.2. Operation Constraints. The aforementioned constraints ~ (4) AS mentioned before, the actions to close source valves
can be used only to characterize the material-transfer paths. Fo@nd to switch off running pumps are assumed to be the routine
the purpose of generating actual operation steps, it is still StePS p_erformed_at the end _of each operation stage. The implied
necessary to incorporate additional constraints that represent théestrictions of this assumption can be written as
operation actions of valves, pumps, and compressors. These o c )
constraints can be derived on the basis of the Petri-net model (1-y)+z =1 jelPUlsS (11)
given in Figure 1. Again, the token number in every place is
represented with a distinct binary variable. Let us use the binary Where JP and JS denote respectively the sets of all power-
variablesyjo and yjC to respectively denote the token numbers 9enerating units and source valves. )
in the two places reflecting the states of equipmjerind use ~On the other hand, notice that the equipment model of a
%o and ch to denote the token numbers in places representing téldlrectlonal valve is built with two standard equipment models.
the corresponding control commands. The token movements in xtra constraints are thus needed to reconcile the conflicting

the equipment model can therefore be described as follows: con'grol commands resulting .f“’”.‘ '.[his modeling practice. In
particular, the two corresponding fictitious valves cannot be both

(1 _ yJO|) + (1 _ Z]C) + y]C >1 open, l.e.,
O O
1- yjo') + %_c + yjO >1 Yyt =1 (12)
(- yjc') +@1- Zjo) + yjo >1 Thus, the control commands to open or close these two fictitious
N o . valves should not be issued at the same time, i.e.,
A=y )tz +y =1 (7 o o
ol ol . Zytgy=1
In the above constrainty,"andy,” represent respectively the c c
initial values ofy” andy”. The first constraint is equivalent to Gy Tgp=1 (13)

the logic statement that, if the initial equipment state is open
(y*' = 1) and a “close” command is issuezf (= 1), then the
resulting state should be closegd & 1). On the other hand, if
the close command isotgiven ¢~ = 0) under the same initial o _ c _ o _ c A
condition §' = 1), the equipn%ent should remain at its open  ° State 1yl'él) =0, ylél) =0 yl'éZ) =0, yj((:2) =0

state ¢° = 1). Notice that the third and fourth constraints can ~ *° State 2yj;) = 1Y) = 0, ¥jg) = 0. ¥jp = O

be interpreted in a similar way and thus are not repeated for e State 3y(;, = 0,y5;, = 0, Y, = 1, ¥, = 0.

the sake of brevity. It is assumed in the proposed model that, State 1 is associated with the closed position of a bidirectional
other than the source valves and the pumps, the initial states ofvalve, while states 2 and 3 both correspond to the open position.
all other valves should remain unchanged from those in the The flows corresponding to the latter two states are opposite in
previous stage. On the other hand, it is also reasonable todirection and marked as (1) and (2), respectively. Due to the
institute the routine practices of closing all opersedrcevalves fact that a bidirectional valve can be considered to be closed as

Furthermore, notice that all possible states of a bidirectional
valve can be classified according to the states of two fictitious
valves, i.e.
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. c o c
-(r:?)kr)rlﬁn:;ndcso(r)rfe:pB?igierZtcignt;Tt\vyael\e/g the Fictitious and Actual (1- Zj(l)) +1- %(2)) +@1- u )= 1
2 4 2 % u> i 1-Zy+0L-Zp)+A-uw)=1 (18
1 0 0 0 1 0
0 1 0 0 0 1 Notice that the last row in Table 1 is associated with the
0 0 1 0 1 0 possibility that the valve remains in its original state. In this
2 8 8 1 8 é situation, there should not be any actual action either. The
0 1 1 0 0 0 corresponding constraints are the following:
0 0 0 0 0 0

O O C C
O+ + AL -uwW)=1
long as the flow in either direction is blocked, one can conclude ECMECRE ORI :

o} o} c c c
that Zyt 2zttt (A-u)=1 (29)
yl%) = yﬁz) = yjC (14) Finally, to facilitate consistent model formulation, the binary
variables associated with the actual control commands of the
Thus, eq 8 can be rewritten as single-directional valves and power-generating systems are also

expressed with the same notations, i.e.,
o o} c_
Yo TV Ty =1 (15) 0 .
y _ U =3
The transition from one state to another can be realized by c
manipulating the fictitious valves. It is clear that the maximum u =z (20)

number of such transitions is six. To resolve the conflicting ) ) )
control commands required in these processes, let us use the 3.3. Goal Constraints.Besides the above-mentioned con-

binary variablesujo and ujC to represent respectively tlaetual straints, there are .still. needs to incqrporate additional ones for
control signals for opening and closing valye The cor- '_the purpose of athevmg the_operatlon goals. The S|mplest_goal
respondence between the fictitious and actual commands of aiS 0 perform a single material-transfer task between a pair of
bidirectional valve is summarized in Table 1. Notice that, due 9iven source and sink fragments. For example, let us consider
to the need to satisfy the constraints in (13), not all combinations the system presented in Figure 2 and the task of transporting
are included in this table. The fictitious commands listed in the Material from tankT; to tankT,. In this case, the binary variables
first two rows of Table 1 are adopted to change from state 1 to 'éPresenting the fragment states of,&ftl FR should both be
state 2 and vice versa, while those in rows 3 and 4 can be usedl: While those associated with the other source and sink
to activate the forward and backward transitions between statesif@gments should be set to 0, i.e.,

1 and 3, respectively. Since there is only one action required in
each of the above four fictitious commands, the corresponding
actual command should be the same. These logic relations can X, =%, =0 (21)
be expressed as

X=X =1

Notice that, since the path constraints@have already been

1- Z,%)) + %%2) + Ujo =1 included in the integer program, one of the conditions given in
a c ) o c.q the first part of eq 21 (i.exy = lor xg = 1) can in fact be
~Z4a) Tty = neglected.
If there is a need to perform multiple tasks isiaglestage,
1-)+Z,+u’=1 , . ;
1-7p) tzptu = then a second subscriptan be added to the variables in path

constraints given in eqs—34 to distinguish the corresponding

material-transfer routes. Specifically, (the token number in

FR) andy® (the token number in PR} can be replaced by,

and gfr. Since there is a one-to-one correspondence between a

path and its source (or sink), the latter is used to identify the

former in the present study. In other words, the subseript

both the label of a source fragment and that of the corresponding

gth. Let us again consider the system in Figure 2 and two
aterial-transfer tasks: (), — T7 and (b) T, — Ts. The

corresponding goal constraints are

(1—2p) +Zy+u"=1 (16)

Notice that not all binary variables are included in these
constraints. This is due to the fact that the values (0) of the
missing variables can be directly inferred from constraints 10
and 13.
The fictitious commands in the fifth and sixth rows of Table
1 represent two separate sets of operation steps needed to chan
the two-valve system state from 3 to 2 and 2 to 3, respectively.
However, if either set of operation steps are carried out in
practice, the bidirectional valve is required to be first opened
and then closed or vice versa. This implies that the actual valve
position is unchanged and thus no real actions should be taken. X704 = Xgp =1 (22)
Following are the inequality constraints representing the infer-
ence rules given in row 5: Notice that it is not necessary to stipulate the states of the source
fragments here.
A-z) +A—-Zp+(@-u)=1 Since a fragment cannot be shared by more than one path
and a level-two component can cause the material flow along
A=z +@-Z+@-u)=1 (17) only one path, the following constraints must be valid

Xip = X2 =0

The constraints used to describe the logic in row 6 can be written 2 X,=1 (23)
as T
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To avoid creating too many new variables and new operation u@, U, e u?t e U0y
constraints, the variablet;f‘?r can be related to the equipment uo' uo’ uo’ uo'
states with the following equation ue =|: 21 "22 et T2H
(0] (0] (0] (0]
z gﬁ — yJO (24) 'l"ll,l .L|J'2 eee .Lllyt cee L:IIYH
r H : oo 2 e : I
As a result, there is no need to introduce the extra subscript ufl U(f,z uft ufH
into the binary variables for characterizing the operation steps. W, uS, .o U, eee S
e : c_0 _C,O o} 2,1 Y22 2t 2 H
More specifically, the vanabquo, Yz, Z, U, andu’in egs U= . v
5—20 should remain unchanged in multitask applications. WC W e UE e
In multitaskmultistageapplications, a third subscripmust T2 it 1H
be added to all variables in the path and operation constraints. T

Let us consider the problem of synthesizing operation steps for
transporting material via separate routes in the pipeline network Thjs operation objective is essentially to minimize the total path

in Figure 2 according to givenorder, e.g., (1)l — T, and length, i.e., the total number of fragments embedded in all
(2) T2 — Ta. The corresponding goal constraints can be written material-transfer routes. Another candidate chosen for the
as present study is
Xipt =Xt =0 min [Zzulct + Z quct] (29)
= =1 25 ueul T ]
Xga1 = X7p2 (25)

This alternative objective is to minimize the total number of
Notice that it is also possible to determine the execution order operation steps.
of operation stages and the detailed steps in each stage 3.5. Example 1.Let us again consider the batch plant given
simultaneously with a BIP model. For example, let us consider in Figure 2 and the corresponding path model presented in
four material-transfer tasks in the pipeline network in Figure 2, Figure 4. By connecting the equipment models to places
ie. To — Tg To — Ty To — T4 and T, — Tz If the PVO—PV}, the Petri-net representation of the entire system
implementation order of these tasks is not specified a priori, can be constructed. The material-transfer path and operation

one can formulate the goal constraints as follows constraints can be formulated on the basis of this Petri net. The
optimal operating procedure can then be generated by solving
Xipy = X0y =0 a BIP model built by incorporating these and the goal constraints

with a given objective function. On the basis of the assumption
H H H that the initial states of all valves and pumps in the present
ZXZa,t = ZXS,a,I = ZXZb,t = ZXB,b,t =1 (26) example are closed and off, respectively, the following results
= - = = can be obtained with the CPLEX module in GAMS.
. . o . . Case 1.If we simply want to accomplish a single material-
where,H is a sufficiently large positive integer. Finally, notice  {ansfer task from FRo FR, the path and operation constraints
that it may not be necessary to specify the source and sink of;, the BIP model can be formulated according to eg2Q,
every material-transfer path in certain multistage and multitask \yije the goal constraints are given in eq 21. The corresponding
operations. For example, if the operation goal is to clean the integer program was solved to minimize the path length and

entire pipeline network by moving detergent througfery step number. In both cases, the same solutions have been
fragment, then the following constraint should be imposed upon generated. The optimal route was found to be

all fragments:

H

FR,— FR, — FR,— FR,— FRy

H

in,t >1 27) The detailed operation steps are listed in Table 2.

= Case 2Let us next consider the multitask multistage material-

transfer operation described by the goal constraints in eq 25.
Notice that, in this constraint, the subscripiof the binary To construct the BIP model for this case, it is necessary to first
variable is dropped. This is due to our assumption that all sourceintroduce an additional subscripto variablex; and replacqjo
tanks are filled with detergent and there is no need to stipulate with gj?r in eqs -4. Another subscript should then be added
a definite source fragment for every material-transfer route. to the variables in these modified path constraints and also eqs
Consequently, subscript in the corresponding path and 5-20, 23, and 24. Using either path length or step number as
operation constraints must also be removed from the BIP modelthe objective function, the following optimal routes can be
in the cleaning applications. identified with the BIP model, i.e.,
3.4. Objective Functions.An objective function is required .

in the formulation of any mathematical program. A reasonable Stage 1. FR—FR;—FR, —~ FR; —~ FRy

choice may be Stage 2: FR— FR,— FR,— FR;—FR;
min ZZme (28) Two slightly different operating procedures were generated
ue,uc T according to the aforementioned objective functions. The one

with the fewest operation steps is presented in Table 3. Notice
where that, if the operation objective is to minimize path length, the



Table 2. Stage-Based Operating Procedure for Case 1 of Example 1

stage/step operation actions
171 open valve¥, Vs, andVg
switch on pumPs
1/2 switch off pumpP,

close valvev;

Table 3. Stage-Based Operating Procedure Achieving the Fewest
Steps for Case 2 of Example 1

stage/step operation actions

171 open valve¥s, Vs, andVg
switch on pumPs

1/2 switch off pumpPs
close valvev,

2/1 open valve¥, andV;
switch on pumpP,

2/2 switch off pumpP,

close valvev,

Table 4. Stage-Based Operating Procedure Achieving the Fewest
Steps for Case 3 of Example 1

stage/step operation actions

1/1 open valve¥; andV7
switch on pumPa

1/2 switch off pumpP,
close valvevy

2/1 open valve¥, andVg
switch on pumPs

2/2 switch off pumpPs
close valveV,

3/1 open valve¥, andV3
switch on pumP,

3/2 switch off pumpP,
close valvev,

4/1 open valve/y
switch on pumPs

4/2 switch off pumpPs

close valvevy

solution of the BIP model may contain extra steps which do
not affect the outcome of the material-transfer operation.
Case 3.The requirements of material-transfer operation in
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a Task

Ll 4 t; Time

Figure 7. (a) Typical schedule achieved with stage-based operating
procedure. (b) Typical schedule achieved with time-based operating
procedure.

Stage 3: FR— FR,— FR,— FR,
Stage 4: FR— FR,— FR,— FR,— FR,

The total number of steps in the corresponding procedure is
increased to 21.

4. Time-Based Operating Procedures

In a stage-based operating procedure, every task is required
to be performed within a designated stage and each stage ends
only after all its tasks are completed. Since the fragments in a
realistic pipeline network may be drastically different in shape,
size, and length, the corresponding residence times of the
transported material should not be the same and, therefore, the
tasks in a stage may end at different times. A typical stage-
based schedule for three material-transfer tasks (labeled as
b, andc) can be found in Figure 7a. Due to the assumption that
only pathsb andc are partially overlapped in this system, these
three tasks must be carried out in two consecutive stages. Since
taska ends later than tadh (i.e., t; < t), taskc must start at
timet; and end aty in this schedule. It is obvious that the total
operation time can be shortenedtsdoy starting taskc at an
earlier timet; according to the Gantt chart given in Figure 7b.

this case can be represented by the goal constraints given in edgh order to be able to produce operating procedures to realize

essentially the same as those used in Case 2. The valde of
adopted in the BIP model is 4. If the objective function is step
number, then the following routes can be identified from the
optimal solution

Stage 1: FR—FR,— FR,— FR,
Stage 2: FR— FR,— FR;— FR,
Stage 3: FR—FR,— FR,— FR;— FR,

Stage 4: FR— FR,— FR,— FR,— FR,

rated into the BIP model. Following is the proposed approach
to formulate the model constraints.

4.1. Time-Tracking Mechanisms.The Petri nets described
previously can still be used as a template for constructing the
time-based BIP models. The only difference is that a delay must
be assigned to each transition in this net to represent the
residence time (or processing time) associated with its input
place. The indexin the stage-based binary integer program is
now treated aactual timein terms of the number of time units
in the time-based model. Consequently, the varighlg(which
represents the state of fragmeioin pathr in operation stag®
is replaced in the present case by a new variable (which
represents the state of fragmentn pathr at actual timet).

The former variable equals 1 in only one single stage, while

The corresponding operating procedure is presented in Tablethe latter may assume the value of 1 at several consecutive
4. Notice that a total of 19 operation steps are taken in this instances as long as the material-transfer task on pathn

procedure. If the path length is used as the objective function,

progress. In the proposed model, the values of fragment states

then the four designated tasks are required to be carried out inare controlled with two extra binary variables according to the
a different order via the same set of material-transfer routes, following equation:

i.e.,
Stage 1: FR— FR,— FR;,— FR,
Stage 2. FR—FR;— FR,— FR;,— FR;

Ot = Oirg T Vi1 ~ Qippa (30)
where,vi, is used to convefd; ; from O to 1 andw;; is used

to convert vice versa. The path constraints in egg Are now
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replaced with two identical sets of inequalities to regutaje whereS( is the set of source fragments of routédn this study,
andvi,y, i.e., it is assumed that the mean residence time needed for fluid
particles to be transported through every fragment in the pipeline
l-0,)+@A- gjcé’r’t) + 0ig;y 21 jdeJD; idelDy, network can be determined in advance and the total processing
(31) time of a particular task can be estimated by summing these
characteristic times associated with all fragments on the material-
l-o0,)+1- gﬁryt) + oz 1 juedy; iuelUy, transfer path. Thus, the time-based token movements along the
(32) selected path can be described as
(1- Oi,r,t) + dZD gj?:i,r,t z1 (33) (1- Ti,r,t) +(@1- gj(c)i,r,t) + Tidyr t+n, =1 jdeJD; ide IDjd
jdeJD; (40)
1—-o0,)+ ; gjcj’ryt >1 (34) where n; denotes the mean residence time of fragment FR
iEI; Notice that the values @f;,; on router should all be zero except
when the task terminates at tinte For the possible sink
A=y, )+ (@ —ga) T Vg, =1 jdedD; idelDy fragments,
(35)
Ogrrin, = Tare A€ SK, (41)
A=y, )+ (A=) F V=1 juedy; iueluy,
(36) whereng denotes the mean residence time of sink fragmegf FR
SK; is the set of all possible sink fragments of routé-or the
L=+ dZD gj?m >1 (37) other fragments on the material-transfer route,
JdeJb;

l1-0.)+@Q— w + w; >1
(1 _ Vi’r’t) + ; gjcayr]t -1 (38) ( |,r,t) ( q;r q,r,t+1) irt+1
jeJU;

€
o . . (1 - wi,r,t) + ; Wt =1
Again, it is necessary to use constraint 24 to combine all q&3K,

fictitious connection states into the corresponding actual equip-
ment state. For the sake of completeness, this constraint is
repeated below:

(1 - wi,r,Hl) + Oirt =1 (42)

These constraints are equivalent to the logic statement that if
Z ngH = ijt (24) and only if fragment FRs used on path at timet and the task
= ' is terminated at timé+ 1, then the corresponding ; ++1 must
also be set to 1.
To ensure that exactly one downstream connection and one Finally, to ensure that none of the fragments can be shared

upstream connection for any fragmentlBR a material-transfer by more than one route at the same time, eq 23 should be
path, constraints 5 and 6 should be imposed. They are alsorewritten as

repeated as follows:
=<1 43
PR 5) 2. )
jdeJD;

o 4.2. Time-Based BIP Model.The discussion presented in
% Yiug = 1 (6) the above subsection is in a sense a description of the time-
i€JU; based path constraints. It can be observed that they are quite
. . . . different from their stage-based counterparts. On the other hand,
fggifﬁéhrih?eTzaeggl_ctgfgﬁrtéagztg %?'2”8 t?]techttr:nc]:ir\g?rZ?n?sthe stage-based operation constraints can be adopted in the time-
b based integer programs with only minor modifications. First of

mentloned above, i.e., eqs §, 24, and 31-38. At this |r_1|t|al all, the subscript should of course be added to eqs20. In
time (sayto), all state variablesi,, andvi, corresponding to ¢ o oo version of constraint i, andy; represent
the fragments on the selected path should be converted from 0 elv the initial val 0 )(;"c Yir | pd ith
to 1 according to eq 30. If the task is still not completed at 'eSPectively the initial values ofj; andy;; associated wit

time to + 1 (i.e.,wirsr1 = O), it can be further deduced from every equipment unit in the system. They can be determined

eq 30 that the values of, 4,1 should all be switched back to from the equipment states at the previous time instance, i.e.,
0 while those ofoit,+1 must remain unchanged at 1. On the

o _ .0
basis of the same rationale, it can be concluded that the values Yit = VY1
of i, andv; at the later time instances € to + 2, to + 3, c_.c 44
...) should be kept at 1 and 0, respectively, as long as the task Yie = Vi1 (44)

is not terminated. . . . .
The control ofwi, values is achieved with still another set Since each task may last for a period of time, the routine
of binary variablesri;; , which can be used to determine the OPeration steps de_scnbgd in constraint 11 must be performed

total processing time of a material-transfer task via the selected@! the termination time, i.e.,

path. In particular, the initial time of the task is recorded with o c ]
the following equation: a- zwm) +(1-y)+z;=1 jeJPUIS
r

Ty = Ve g€ SC (39) i € IP,UIS; (45)

qr.t qr,t
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Figure 8. Path model of the pipeline network considered in example 2.

where the element of si; is the upstream fragment of power- A
generating unitj while IS; represents the set of upstream Path a
fragments of source vahjeAlso, for the purpose of improving (1 |
the solution efficiency, let us assume that all operation actions b
can be performed only at the initial times or termination times :21_
of the material-transfer tasks. The corresponding requirements b
can be written as 3) ]

0 ; — >
Z(Vi,r,t+ i)+ (1- j,t) =21 jeJPUJIV otz s nlslisziiefrine

r . Figure 9. Optimal operation schedule in case 1 of example 2.
ielPjUIV;
' _ — ) > i Table 5. Time-Based Operating Procedure Achieving the Minimum
Z(Vl,r,t + w|,r,t) + (1 qut) z1 jeJPUlV Time for Case 1 of Example 2
= |PJ. U |Vj (46) time operation actions

OpenPL PZ: PA, PS, Ps, P10, andP11
closePs; openPg andPg

closePy, (P1o)

closePy, (Ps)

whereJV denotes the set of all valves in the pipeline network;
IV represents the set of upstream fragment of source yalve

Since the techniques to formulate goal constraints are the
same as those used for constructing the stage-based BIP models,
they are not repeated here for the sake of brevity. The objective
function presented in eq 29 can be used in the time-based intege
program for synthesizing an operating procedure with the fewest
steps. The objective function for achieving the shortest path
length can be expressed as

~NOoO WwWo

fragment states anB;—P1; represent the open states of the
|E:orresponding valves. Thus, a complete system model can be
constructed simply by attaching the equipment modeR;to
Pi11. It is assumed that the material flows in the corresponding
pipeline network are driven by gravity, and therefore, no power-

: generating units are required in this system. Finally, it is also
Ur(r)nLnJC ZZZV”" (47) assumed that all valves are closed initially.

' Let us first label the routes originated from fragméatasa

Finally, it should be noted that a new objective function can and those fronfF; asb. The corresponding goal constraints
also be formulated to generate a procedure for completing theshould be
given tasks within the shortest time period. For this purpose,
let us introduce the final set of binary variablgsto reflect if O1pt = 024: =0
one or more material-transfer task is taking place at time.,
Vipt = Voat=0 (51)

Q-0 tAz1 (48)
Let us consider the cleaning operation by moving detergent
To avoid creating a schedule with one or more interruption through every fragment in the pipeline network. Thus, the

periods, the following constraints must also be imposed: additional goal constraints in this example should be
1/ Az 1 (49) H
. . o - _ Dzl (52)
Thus, the objective function for yielding the minimum operation 54

time can be written as

H Equation 50 is used as the objective function of the BIP model
min Vi (50) to minimize the total operation time. Two different sets of
uo uc ; residence times have been adopted in this model. The resulting

operating procedures are presented in the following.
4.3. Example 2.Let us consider the path model shown in Case 1.A residence time of 1 time unit is assigned to every
Figure 8. Notice thaf;—F1; are the places associated with fragment in this case. The value of time horiadrused in the
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Figure 10. Optimal operation schedule in case 2 of example 2.

L FR, > Ry,

Figure 11. Complex pipeline network (application 1).

BIP model is 10. The material-transfer routes identified from Table 6. Time-Based Operating Procedure Achieving the Minimum

the optimal solution are Time for Case 2 of Example 2
time operation actions
Pathl: F,—F;—F,—~Fg—F ,—Fy; 0 openPy, Py, P4, Ps, Ps, Py, P1g, andP1;
6 closeP, (P4); open Pe)
Path 2: F,—F,—F; 7 close Pg), Pg; openP;
15 closeP,
Path3: F,—F,—F,—F, in the present case to replace path 3 in the previous case in

) ) order to minimize operation time. Notice also that the unneces-
These tasks are required to be executed according to the Gantsary steps are also shown in the parentheses in Table 6.

chart presented in Figure 9. The detailed operation actions can
be found in Ta_ble 5 Since the operatic_)n obje_ctive isto mini_mize 5. Applications
the total cleaning time and the operation actions are considered
to be instantaneous, the number of steps identified in the optimal In order to demonstrate the effectiveness of the proposed
solution may be larger than the minimum. Specifically, although approach in realistic applications, the results of two more
the cleaning operation can be accomplished by following the complex case studies are presented here. The first is concerned
procedure listed in Table 5, the same purpose can still be With the stage-based operating procedure for cleaning a large
achieved without the actions to cloBg at time 6 and to close  Pipeline network. The second application involves both stage-
Ps at time 7. These unnecessary steps are given in thebased and time-based procedures for operating a beer filtration
parentheses in Table 5. plant.

Case 2.Let us change the residence timesraf F4, andFg 5.1. Large Pipeline Network.The pipeline network described
to 2, 4, and 3, respectively. The residence times of the remainingin Foulkes et af. is adopted to demonstrate the capability of
fragments are still kept at 1 time unit. With a time horizon of the proposed method for generating the stage-based procedure.

16, the material-transfer routes can be found to be The network contains 8 storage tanks, 36 valves, and 4 pumps
(see Figure 11). A total of 5 source fragments, i.e.; FRRs,
Pathl: Fi.—F;—~F,—F;—F,,—F; 20 internal fragments, i.e., ERFRzs, and 6 sink fragments,
i.e., FRewy—FRogyand FRey—FRog(2), can be defined in this
Path2: F,—F;,— F,—F,—F, system. Since each sink tank in the present system has two inlet
pipelines, these two inlets are thus treated as two distinct
Path3: F,—F,— F; fragments in this example. By following the construction

procedure described previously, the path model of the given
The corresponding schedule and operating procedure aresystem can be obtained (see Figure 12). Notice that the
presented in Figure 10 and Table 6, respectively. Notice that, equipment models of the valves and pumps can be attached in
due to the changes in the residence times, path 2 is selectedh straightforward fashion to this path model. For the sake of



Table 7. Stage-Based Operating Procedure for Cleaning the Large
Pipeline Network in Figure 11 with the Shortest Path Length

stage/step operation actions

11 Open valve¥/y, Vy, Vs, V7, Vi, Vi, Vis, Vao,
V22, Va3, V26, Vg, V30, V31, Va2, Va3, andVae
switch on pump#:3, P14, andPis

1/2 switch off pumpdP13, P14, andPis
close valved/,, Vi, andVs
2/1 open valve¥s, Vs, Vs, Vg, V19, Vas, andVss

close Va|Ve§/10, Vs, V20, V22, V31, V32, andV33
switch on pump#12, P14, andPis

2/2 switch off pump$12, P14, andPis
close valved/s, V3, andVs

Table 8. Stage-Based Operating Procedure for Cleaning the Large
Pipeline Network in Figure 11 with the Fewest Operation Steps

stage/step operation actions

1/1 open valve¥/, Vi, Vs, V7, Vg, Vig, Va3,
V2g, Vag, Va0, Va2, V35, andVsg
switch on pump®:3, P14, andPis

1/2 switch off pumpd13, P14, andPis
close valved/y, Vs, andVs
2/1 open valve¥s, Va, Vs, V11, V17, Vao, Va2,

Vo4, Vog, Va3, andVay
close valved/3; andVs3
switch on pump®12, P14, andPis
2/2 switch off pump®12, P14, andPis
close valved/s, Vs, andV,

conciseness, the resulting Petri net is not shown here. Finally,
it is assumed that all valves are closed and all pumps are

switched off initially.

In this case study, the optimal cleaning procedures were
synthesized with the proposed integer program on the basis of
the objective functions specified in eqgs 28 and 29. It is assumed
that fresh detergent is allowed to be stored in all five source
tanks and any sink tank can be utilized for collecting the waste
material generated after cleaning. If the shortest path length is
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Stage 1:

(1) FR,— FR,— FR;— FR;;— FR,,— FR,,—
FRis— FR26(1)

(2) FRe— FRy— FRyy— FRjg—~ FRy;— FR28(1)
() FRe— FRy;—~ FR;s—~ FR;g— FR28(2)
Stage 2:
(4) FRy— FRs— FRy3—~ FR;;—~ FRy;— FRyy— FRy(2)
(5) FRy—~ FRy— FRy;—~ FRj;g—~ FRy;— FR7 )
(6) FR,— FR;;~ FR;;—~ FR;s—~ FRjg—~ FRys— FRy72)

5.2. Beer Filtration Plant. Let us consider the beer filtration
plant presented in Figure 13&This system consists of two fil-
ters (MMS1 and MMS2), two buffer tank3{andT,), a supply
and collection system for the cleanser or purger, and the inter-
connecting pipeline network. Notice that the filtration process
is operated with 16 double-disk piston valves (3\DV1¢). Each
valve can be switched to two alternative positions, i.e., ON and
OFF, according to Figure 14a& to manipulate the connections
between its inlets and outlets. Consequently, the process flow
diagram in Figure 13a can be divided into the eight color-coded
fragments presented in Figure 13b. Notice that the path model
of this system can be constructed accordingly in a straightfor-
ward fashion. This Petri net is not presented here for the sake
of brevity.

There are four different operations in this beer filtration
process, i.e., filling, filtering, bottling, and cleaning. The purpose
of the filling operation is to transport fresh beer from a
source tank to the buffer tank. In the filtering operation, the

the operation objective, it was found that the material-transfer .o is transferred from tank, to T, via filter MMS1 or

tasks are required to be carried out in two stages via six different

routes, i.e.,
Stage 1:

(1) FR,— FR,— FR;— FR;;— FR,,— FR,,—
FRys— FRy72)

(2) FR,— FR;; = FRyy;— FRyg ™ FRy; = FRyg s
(3) FRs— FR;— FRy;s— FRy, = FRy; = FRy— FRyg )
Stage 2:
(4) FR,— FRg— FRy3— FR;g— FRyg )
(5) FRs— FRy— FRyy— FRyg— FRy; = FRy

(6) FRe— FR,;—~ FR;s—~ FR;g— FRyg(2)

MMS2. Clearly, the filtered beer iii, should then be moved

to the bottling station in another material-transfer operation. The
last operation in the plant is concerned with cleaning the
fragments in which beer has been processed previously. It is
assumed in this example that each fragment must be cleaned
with purger after it has been used for a designated number of
times.

5.2.1. Petri-Net Representations of Buffer Tanks and
Filters. On the basis of the process model given in Figure 5,
specific Petri nets have been constructed to represent the state
transition processes of tanks and filters in the beer filtration
plant. The Petri netin Figure 15a can be considered as a general
model of these two units. Notice that there are eight places in
this net. Four of them are used to represequipment states
and the rest ar@ork statesThe former four states are described
as “clean”, “full with beer”, “foul”, and “full with purger”, while
the latter states can be interpreted as transferring “beer into”,
“beer out of”, “purger into”, and “purger out of” the given unit.

If the purger does not stay in the process unit for a significant
period of time during cleaning operation, then the three places

The resulting operation steps can be found in Table 7. It can beon the right can be combined to form the Petri net given in
observed from the above data that the total number of fragmentsFigure 15b. This is the process model for the buffer tafiks

in all paths is 37 and the total number of operation actions is andT,. Notice that the combined place can be regarded as the
49. Notice also that it is actually not necessary to cgg/2», work state “cleaning” in this case. If it can be assumed that
V31, andVszin the second stage of the above procedure. On the beer goes through the filters almost immediately, the Petri-net
other hand, if the step number is used as the objective function,model in Figure 15b can be further simplified to the net in Figure
the minimum number of operation actions can be reduced to 15c. The process models in Figure 15b and ¢ can be used to
44 (see Table 8). However, notice that a different set of material- replace the places representing the corresponding fragments, i.e.,
transfer routes are selected in this situation, i.e., F3 (T1), F4 (T2), F1 (MMS1), andF, (MMS2), in the original
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Figure 12. Path model of the complex network in Figure 11.

path model. This modified version is presented in Figure 16. model in Figure 16 can be converted to the original version by
In the four embedded process models, the places with Bbel lumping the places and transitions in every process model into
are used to reflect the equipment states and those withVebel a single place. In other words, the path and operation constraints
represent the work states. The state of each of the remainingpresented in section 3 can still be used here, but additional
four fragments is modeled with a single place. In particUfar, constraints are needed to characterize the token movements
andFg are the source and sink fragments of beer, whflend within the process models. These constraints can be formulated
Fg are associated with the corresponding fragments of purger.according to Figure 5, i.e.,
From Figure 16, it can be observed that the soukggand F;
are connected to the places representing the work states of filters (LA T QA =Kg) tAg1z1
and tanks, and they are then linked to the sirkandFs. Thus,
it is clear that the material-transfer paths should contain places (L= Zigd T Xt (L= Aig) 2 1 (53)
representing the work states. It should also be noted that the
complete system model can be obtained by attaching the valveWhere
models to the Petri net in Figure 16.

Finally, it should be pointed out that the process models
presented in Figure 15b and c imply that a buffer tank or filter
can only be used once before cleaning for reuse. If a unit can|n the above constraints; s is the token number in placg s
be used more then one time without cleaning, it is necessary torepresenting theth equipment state of unitat staget and % s;
incorporate additional places in these models to represent thejs the token number in plad; s representing theth work state
extra unit states and work states. For example, the Petri nets inof unit i at stage. Notice that the constraints in eq 53 are in a
Figure 17a and b can be used to respectively model a tank andsense very similar to those given in eq 7. The first constraint
filter which allow two consecutive operations. These nets and ahove is equivalent to the logic statement that, given the
those in Figure 15 can all be considered as special cases of theorresponding work state, the equipment state must be switched
general model presented in Figure 5. from one to another in sequence. This statement is essentially

5.2.2. Stage-Based OperationAs mentioned before, the the same as that implied by the first and third constraints in eq
equipment states of the third-level components can be controlled7. On the other hand, if the aforementioned work state is absent,
by altering the process configuration with the second-level then the corresponding state-transition event should not occur.
components. This hierarchical structure can be observed in theThe second constraint in eq 53 is imposed in the proposed
modified path model presented in Figure 16. Notice that the process model to enforce this logic relation, and its counterparts
places representing fragment states (Fe—Fs) are connected  are the second and fourth constraints in eq 7.
to the places representing work states in the process models. Additional constraints have also been added to enhance the
The connection state${—P16) can be manipulated with the  solution efficiency. First of all, it is obvious that the equipment
double-disk piston valves. Notice also that the modified path state of every unit at any given stage is unique. This condition

9= s+1ifs=1,2,..n—1
1 ifs=n
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Figure 13. (a) Beer filtration plant (application 2). (b) Piping fragments in beer filtration plant.
can simply be described with the following constraint: state at the previous stage and remained unchanged. The

. corresponding constraint can be written as
Aigg=1 54
; st S (L= Aigd thigeatAigrazl (56)

Notice that the rationale for imposing this constraint is the same Since this inequality is always valid in the case of two-state

as that for eq 8. Next, it is convenient to ensure that, if 2 components, it is therefore not included in the operation
particular unit state is not present, then the corresponding work cgonstraints.

state should be prohibited, i.e., As mentioned previously, the places representing work states

Aat@-%x)=1 (55) can be viewed as members of material-transfer paths. Thus, the
- = goal constraints in this example are formulated on the basis of
Notice that the constraints in eq 9 can be interpreted from a both fragment states and work states of various units. It should
similar standpoint. also be pointed out that, for generating stage-based operating
It is conceivable that there are only two possibilities for a procedures in the present application, there is no need to
unit to reach a particular state at a given stage, i.e., (1) the unitintroduce the subscriptto distinguish the source fragments of
was in a preceding state at the previous stage and switched tamaterial-transfer paths. This is due to the fact that constraint
the present state afterward and (2) the unit was in the present54 prevents multiple operations to be performed in the same
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Figure 14. Double-disk piston valve. (a) Two inputs and two outputs. (b)
One input and two outputs. (c) One input and one output.

Ny N,

Z XS,bO(nl) =

m=1

S4(4,bi(n2),t (58)
1

np=.

where N, is the number of repeat operations allowedTi
bi(ny) represents the work state of transferring beer into the
buffer tank T, for the nyth time; by(ny) is corresponding to the
work state of withdrawing beer from tarik for the nith time.

It can be observed from Figure 16 that the resulting path must
contain the filter in fragmenk; or F,.

« The third operation is concerned with the transportation of
filtered beer from tankT, to the bottling station in fragment
Fe. The goal constraint in this case can be developed with
essentially the same approach as before:

N

Z 5(4,b0(n2),t = Xeyt

n=1

(59)

e The final operation is cleaning. This operation can be
characterized as the task of moving the cleanser from supply
fragment E7) to collection fragmentKg) via a path containing
the fouled units. Thus,

X7t = Xgy (60)

The operation objective in this application is to minimize the

number of operation steps to produce a fixed amount of bottled

units. Consequently, the goal constraints of the aforementionedpeer in a given stage horizdd. Thus, the objective function
four different operations can be summarized in the following: of the corresponding BIP model can be expressed by eq 29 and
« In the filling operation, it is required to transfer fresh beer an extra constraint must be included in this model to stipulate

from the source tank to buffer tank. This requirement can
be formulated as

Ny

z )’23’bi(”1)’t
1

n=

X5 = (57)

whereN; is the number of times allowed for repeating the filling
operation inT; without cleaning}i(n;) denotes the work state
of transferring beer into the buffer tank for theth time.

« In the filtering operation, the beer in tafdk must be sent

the given product quantit, i.e.,

H
;Xs,t:B

The appropriate product quantity may be determined by
maximizing B while satisfying all constraints [except (61)] in
the aforementioned integer program.

In the present application, it is assumed that two repeat
operations are allowed in filters and three are allowed in tanks.
The total stage numbeH)) adopted in the BIP model is 15. It

(61)

to tank T, by way of a filter. The corresponding constraint is was found that the maximum number of bottling operatid)s (

Clean

Purger out

Clean

>-O Cleaning [ )

Foul

(b)

Figure 15. Petri-net models of process units. (a) Generalized model. (b) Tank model. (c) Filter model.
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Beer OuO"
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Figure 16. Modified path model of the beer filtration plant.

a Table 9. Stage-Based Operation Sequence of the Beer Filtration
Beer In (1) Plant
stage task
1 replenishr; with beer via MMS2
Beer Full (1 2 transfer beer frority to T, via MMS1
- (beer filtration operation)
: 3 replenishr with beer via MMS1
Beer Out (lq _?emg transfer filtered beer frori, to bottling system via MMS2
Beer In (2 4 clean MMS1
5 transfer filtered beer from to bottling system via MMS1
6 replenishrl; with beer via MMS1
clean MMS2
Beer Full (2 7 clean MMS1
8 transfer beer frort; to T, via MMS2
- (beer filtration operation)
Beer Out (Z)O 9 transfer filtered beer froffi, to bottling system via MMS1
cleanT;
10 replenishr; with beer via MMS2
b Clean cleanT;
11 transfer beer frori; to T, via MMS2
(beer filtration operation)
Beer 12 replenishry with beer via MMS1
TransferO__ clean MMS2
€)) 13 transfer filtered beer froffi, to bottling system via MMS2
Used (1 leaning clean MMS1 .
14 transfer beer frori; to T, via MMS1
Beer O (beer filtration operation)
Transfer 15 transfer filtered beer frofy, to bottling system via MMS2
@

introduced to distinguish the variables representing the fragment
Foul states and also the work states of filters and tanks. The time-
Figure 17. (a) Petri-net model of a tank which allows two consecutive tracking mec_hanlsms °U“'“e(}' in eqs—f_%B are still applicable .
operations. (b) Petri-net model of a filter which allows two consecutive fOr characterizing the dynamic behaviors of fragment states in
operations. the present case. On the other hand, the work states of process

. . . . units should be described with an equation similar to eq 30:
is 5 and the minimum number of operation steps is 74. A total a d

of 15 stages can be identified, and the operations performed at 5i,sr,t+ 1= 5i,sr,t + ii,sr,t+1 — ‘Di,sr,t+1 (62)

each stage can be found in Table 9. The resulting stage-based

operating procedure is presented in Table 10. The time-tracking constraints @ s, Visrt, and®isy+1 can
5.2.3. Time-Based Operationln order to determine the pro-  be derived in a straightforward fashion on the basis of egs 31

cessing times of different operations, an additional indéx 43. They are omitted in this paper for the sake of brevity.
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Figure 18. Optimal schedule of time-based procedure for operating the beer filtration plant 15).
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Figure 19. Optimal schedule of time-based procedure for operating the beer filtration plant 85).

Table 10. Stage-Based Operating Procedure of the Beer Filtration Table 11. Time-Based Operating Procedure of the Beer Filtration

Plant Plant
stage operation actions time operation actions

1 open valve¥/;; andVi3 0 openP,, P3, andPi4

2 close valve/;, 4 closeP, andP3; openPi3
open valved/s, Va4, andVia 5 openP; andPg

3 close valved/; andV, 9 closePs, Ps, P13, andP14 openP4andPs
open valved/; andVs 13 closePs

4 close valved/; andVs

open valved/; andVs

Equations 54 and 56 should remain the same.

5 close valved/1, Ve, Vi3, andVia . . o
open valved/, andVs In the case studies for time-based procedures, it is assumed

6 close valved/, andVs that all units must be cleaned after every operation. Thus, the
open valves/s, V3, Viy, andVie modified path model of this system can be described by the

7 close valves/s, Vs, Vi, andVie Petri net in Figure 16. The residence times of beer and cleanser
open valved/i, Vs, Vi3, andVia . . . . .

8 close valved/; andVe in filters are chosen to be 2 time units. The residence times

9 close valveVis associated with all other fragments and units are all assumed
open valved/y, Vs, Vs, andVyg to be 1.

10 close Va}"’e:/"h\\//& \G* a”dzj/i;l A time horizon H) of 15 time units was first used in the

1 2?0?51‘(/1}(,‘23]7’ v aﬁa@i 13 BIP model. It was found that only one bottling operation can
open valveVy be performed and the minimum number of operation steps is

12 close valve¥s, Vi3, andVig 15. The corresponding operation schedule and operating pro-
open valves/s, Vs, V1, andVie cedure are presented in Figure 18 and Table 11, respectively.

13 close valve, Vs, Vi, andVie The time horizon was then extended to 35 time units. As a result,
open valved/i, Vs, Vi, andVis . X

14 close valved/y, Ve, andVis two batches of bottled beer can be produced with 47 operation
open valves/z andV, steps. The corresponding schedule is shown in Figure 19.

15 open valvé/is

6. Conclusion

Due to the aforementioned changes in expressing the work
states, it is also necessary to modify the constraints used in the A systematic strategy is presented in this paper for generating
stage-based case for describing the process models. Specificallythe optimal operating procedures to perform various batch
eq 53 should be changed to operations. Specifically, the standard Petri-net models are
developed to represent the fragments, valves, power-generating
I—-A)+ Q- z(bi,S,r,t) + g1zl devices, and process units in this system. A binary integer
T program can be formulated on the basis of the system model
constructed with these components. The optimal recipes con-
taining the detailed operation steps can then be generated by
solving this mathematical programming model according to
(63) various objective functions. Two distinct classes of operation
modes can be identified: (1) stage-based operating procedures
and (2) time-based operating procedures. The feasibility of the
Petri-net based approach is clearly verified with the moderately
complex examples given at the end of this paper. Additional
case studies will be performed in the future to unequivocally

(1 - ii,st) + Zd)i,s,r,t + (1 - ;Li,s’,t+1) z1
T

D=1
4
Equation 55 must also be rewritten as

it T (L= 010 =1 (64)

i,Sr,t.
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demonstrate the effectiveness of the proposed method in more (10) Arzen, K.-E.; Johnsson, C. Object-Oriented SFC and ISA-S88.01

practical applications.
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