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Systematic Enumeration of Fuzzy Diagnosis Rules for Identifying Multiple Faults
in Chemical Processes

Jung Yang Chen and Chuei-Tin Chang*
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Taiwan 70101, Republic of China

A signed directed graph (SDG)-based computation procedure is proposed in this paper to predict the effects
of one or more fault propagating in a multiloop process system. The conventional version of qualitative
simulation techniquéds modified to identify not only the locations of fault origins but also their magnitude
levels. In addition, a computer algorithm is presented to generate tiEHEN inference rules automatically
according to the anticipated fault propagation behaviors. The effectiveness and feasibility of this approach
has been tested with three case studies. Two of them are concerned with level control systems and the other
an exothermic continuously stirred tank reactor (CSTR) with temperature and level control loops.

1. Introduction between the fault propagation effects implied in every input
A . . ... output connection in the digraph.
Due to the need to minimize operating costs while maintain- . . .

P g A series of studies have thus been carried out to develop fault

ing economic production scale, the chemical plants built in identification techni by | ting both th tal
recent years are in general much larger and more complex tharjé€ntinication techniques by incorporating bo e eventua

they used to be. Furthermore, their processing units are oftenSYMPtoms and also thedccurrence ordemto a fuzzy inference

,20,21 i i I
designed to be operated under more extreme conditions. Thus,SyStem (FISY: This approach can be implemented in two

the development of hazard identification and risk reduction stages, i.e., (1) the off-line preparation stage and (2) the on-

measures for such processes becomes an issue of major conceane |m_ple_mentat|on stage. In the _former case, a SDG_ system
To this end, the on-line fault diagnosis system should be model is first constructed to describe the effects of a given set

considered as an indispensable tool. Notice that many differentOI possible fauIF orlglns.tr']l'he iymgtczm opcu(;rence o(;glerl (SC_)I_E))
methods have already been proposed in the literature, e.g., th any scenario can then be determined accordingly. 1he
state estimatot the expert systerd? the neural network the corresponding candidate symptom patterns are then translated
signed directec,j graph (SD@)2 'the principal comp(;nent into a set of IFTHEN fuzzy inference rules for assessing the

analysis (PCA}3 the frequency-domain analysi!S etc. Gen- occurrence possibilities of fault origins. In the next stage, the
erally speaking, these methods could be classified into three.cm'IIrIe measurement data were normalized and then used as

distinct groupds-18 i.e., the model-based approaches, the inputs to the FIS for computing all corresponding occurrence

knowledge-based approaches, and the data-analysis-based afdices. This fault diagnosis strategy has been applied success-
proaches. ully to a number of loop-free procesg@and also to systems

The SDG-based fault diagnosis strategy is the focus of presentWIth feedback_ a”_O_" or feed forward control lodgs. )
study. In essence, the digraph models have been used in the Although significant advancement has been realized by
previous applications to qualitatively characterize the causal INcorporating the concept of symptom occurrence order (SOO)
relations among faults, failures, and their effects. The advantageln the SDG-based fault diagnosis procedure, it is still necessary
of this modeling approach is mainly due to the fact that the to introduce additional enhancements for practical applications.
SDG can almost always be constructed according to generalFirst of all, the goal of fault diagnosis in previous works is
engineering principles. On the other hand, the more accurateconcemed only with theéocation of fault origin. However,
mathematical models and the more case-specific knowledgeVarying fault magnitude may cause a change in the propagation
bases are required to be built from the measurement data and@ltern in certain cases and, thus, the corresponding diagnostic
operational experiences obtained in the course of every possiblgnechanism should be added in the FIS for their differentiation.
accident. This need is often not satisfiable. Second, only the candidate patterns in single-fault scenarios were

Although the SDG models are easy to develop, it should be €ncoded with the IFTHEN inference rules in the previous
noted that they are static in nature. Consequently, the availableStudies. A more sophisticated diagnosis strategy is desirable if
fault identification techniques are implemented mostly on the the probability of simultaneous faults is not negligible. Finally,

basis of steady-state symptoms, e.g., see the work of Rengasgther than the control loops considered previously, there must
eamy et al? However, the effects of fault(s) and/or failure(s) also beprocesdoops in realistic systems. A modified version

usually propagate throughout the entire system sequentially. A Of the pattern generation procedure must also be developed to
series of intermediate events may occur before the inception of 1andle such loops.
catastrophic consequences. Thus, the performance of a diagnosis The rest of this paper is organized as follows. In section 2,
scheme should be evaluated not only in terms of its correctnessthe modified representations of SOOs are introduced for
but also its timeliness. To enhance the diagnostic efficiency, it characterizing the evolution process of the on-line symp-
becomes necessary to consider the precedence order (in timejoms caused by multiple faults propagating in coupled process
and control loops. A novel algorithm is then presented in
* To whom correspondence should be addressed. Tel.: 886-6-275-S€ction 3 (and also in Appendices A and B) for automatically
7575 ext. 62663. Fax: 886-6-234-4496. E-mail address: ctchang@ generating the fuzzy inference rules associated with any given
mail.ncku.edu.tw. SOO. Finally, three examples are provided in section 4 to

10.1021/ie061103e CCC: $37.00 © 2007 American Chemical Society
Published on Web 05/02/2007



3636 Ind. Eng. Chem. Res., Vol. 46, No. 11, 2007

demonstrate the feasibility of the proposed approach for isolating
more than one fault origin and differentiating two or more fault
sizes.

2. Predicting Fault Propagation Behaviors

2.1. Qualitative Simulation Procedure.By definition, an
accident is an unplanned rarely occurring event or a sequence
of such events. Some of the catastrophic accidents may not be
experienced even in a long-existing plant. Thus, in any realistic
system, it is obviously not feasible to collect and analyze the
historical data of all possible scenarios. As a result, there is a
need topredictthe fault propagation behaviors with qualitative
simulation techniques.

Qualitative reasoning about physical mechanisms has already
been widely researched in the past. A simulation algorithm
QSIM was developed by Kuipefsto anticipate the qualitative
transient and steady-state behaviors in practical processes. More
specifically, three different problems can be solved with QSIM
on the basis of qualitative system models, i.e.

(1) identification of the possible equilibrium system states
according to a set of given conditions,

(2) determination of the possible dynamic system behaviors
evolved from the given initial state, and

(3) prediction of the possible eventual steady states caused
by introducing a perturbation into an originally stable system.

These system models were built with the so-called qual- Figure 1. (a) Fictitious single-path SDG model. (b) Fictitious tree-shaped
itative differential equations (QDEs) and other qualitative SDG model. (c) Fictitious feed forward loop. (d) Fictitious feedback loop.
constraint equations. Due to the unprecise nature of the
qualitative model, the solutions to each of the above three variables affected by one or more fault origin can always be
problems are in general not unique. Furthermore, the computa-computed with this approach, but the time at which each
tion load needed for simulating all fault propagation behaviors deviation occurs is indeterminable. Without the reference of
in an industrial process is often prohibitive. A simpler alter- time in the SDG-based simulation results, it can nonetheless
native is thus adopted in the present study, i.e., the signedbe safely assumed that the change in an input variable should
directed graph (SDG). The monotonous inpatitput relations always occurearlier than those in its outputs
embedded in an SDG can be either obtained from engineering/ 2.2. Fault Propagation Path.Due to the unique information
operation knowledge or extracted from available QDEs. In the structure generated with the above approach, a special
latter case, the QDEs can often be formulated in terms of the representation is designed in this study to characterize the
traditional differential and algebraic equations with unknown predicted fault propagation behaviors. This representation is
parameterst-18.23 referred to as thdault propagation path(FPP). The FPPs

The effects of a fault/failure can be easily simulated with associated with various typical digraph configurations (see
a SDG model in which a set of nodes are connected by di- Figure 1) have been derived in this work.
rected arcs. It should be first noted that the fault origins are  Let us first consider the simple single-path SDG given in
usually associated with the primal nodes, i.e., nodes with no Figure 1a. The fault propagation path associated with a small

inputs. A set of five values, i.e{—10, —1, 0, +1, +10}, disturbanceD(+1) can be written as
may be assigned to each nodejtalitatively represent deviation
from the normal value of the corresponding variable. “0” means D(+1) < X(+1) <Y (+1) < Z(-1) (2)

that it is at the normal steady state. The negative values are
used to denote the lower-than-normal states, and the positiveNotice that the structure of this path is identical to the

values signify the opposite. The absolute values of nonzero corresponding SDG in Figure 1a. Each node here represents a
deviations, i.e., 1 or 10, can be interpreted qualitatively as previously nonexistent fault effect. Every effect is specified with
“small” and “large”, respectively. Notice also that the causal 3 qualitative valuer1 or —1, which can be computed according
relation between two variables under normal conditions can be ¢ eq 1. The precedence order of two consecutive effects is
characterized with a directed arc and the corresponding gain.specified with the connecting symbol between them, i.e., the
Again, each gain may assume one of the five qualitative values, effect on its left should occur earlier than that on the right. The
i.e, 0,£1, and+10. The output value of any arc can be sequence of conditions on this propagation path should be
computed with the gain and its input value according to the jnterpreted as the order of occurrence (in time) of different
following equation: effects resulting from the given fault origin.
. The above procedure can also be followed to generate the
9% ¥ !f —10=gx v, =+10 FPP caused by introducing small disturbances into a system
Vou=1{ T10 if gx v, > +10 1) that can be modeled with the tree-shaped digraph given in Figure
—-10 ifgxuy, <—10 1b. In this case, the structure of this FPP is again the same as
that of the corresponding SDG. Notice that, although the
where g, vin, and voy denote respectively the gain, input, precedence order of any two effects on the same branch of this
and output values. It is obvious that the deviation values of all FPP can be clearly identified, the order of two distinct events
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X(+10) < Y(+10) < Z(-10)
Y Y Y

p+10) < X)) < YD) < Z(D)
Figure 2. Composite FPP of a single-path SDG.

Y 1 < Z(l)'l < W(])'l

T-U(+1) < V(1) < Z9(+D)< WO(+])
Figure 3. Corresponding FPP resulting froB(+1).

located on twoseparatebranches should be considered as
indeterminable.

The FPP resulting from a “large” disturbance can be obtained
by following the identical procedure if fault propagation is
immediate. In the case of the single-path SDG in Figure 1a, (b)
the corresponding FPP can be written as

Figure 4. (a) Storage tank. (b) Corresponding digraph model.
D(+10) < X(+10) < Y (+10) < Z(—10) (3)
Table 1. Steady-State Values of Loop Variables in the Standard
However, if a finite time constant is needed to characterize the Control NFBL Shown in Figure 1d
transient response of an output variable to the disturbance in fault X (controlled Y (sensor Z(controller W (mainpulated

its input and, also, its direction remains unchanged most of the origin variable) ~ output) output) variable)
time during the time window of interest, then an additional Dy +1) 0 0 -1 -1
constraint must be introduced to facilitate a more accurate Dy(+1) -1 0 -1 -1
description, i.e.the smaller deiation of a processariable must Bz((ill)) 8 8 _f 8
occur before reachln.g a Iarger one of the sgnwablg. Thus, D‘:(+10) 1 1 _10 _10
eq 3 should be revised to incorporate this requirement (see p(+10) ~10 41 ~10 ~10
Figure 2). Notice that, in a sense, the fault propagation behaviors DA+10) +1 +1 +1 +1
described here can be characterized with two distinct types of Pw(+10) +1 +1 -10 +1

propagation orders, i.e., spatial and temporal. The former can

be regarded as the precedence order of the changes in any tWQgme yvariable, a computation procedure is needed to evaluate
adjacent variables in SDG, while the latter refers to the varia- yneir net effects at various instances. This reconciliation
tion of the same variable with time. To simplify the notation, 5-5cedure will be presented later in section 3. Finally, notice
the composite FPP in Figure 2 will later be written in this 14t the FPPs in systems with FFLs can always be ex-
paper as pressed according to the proposed tree-shaped structure. This
approach is applicable even in the case of large upstream
D(+10) << X(+10) << Y(+10) << Z(~10)  (4)  qopance T 8¢ tp

) ) ) o A feedback loop (FBL) is a path in the digraph on which the
system described in Figure 1b, the resulting FPP can begains on the loop is negative, it is referred to asemative
expressed with the same approach. . ~ feedback loop (NFBL). It is in general very difficult to fully

A feed forward loop (FFL) is a collection of distinct paths in - simylate the dynamic behavior of a NFBL on the basis of an
SDG with common starting and ending nodes. The FFLs can spG model alone. To illustrate this point, let us consider the
be found in numerous chemical processes, e.g., the feed forwartsffects of disturbancBy(+1) on the example system in Figure

control systems, the ratio control systems, and various processing q. |t js obvious that the incipient responses can be determined
systems with parallel units, etc. To fix ideas, let us consider gccording to eq 1, ie.,

the fictitious SDG in Figure 1c as an example. The feed forward

loop in this case contains two paths, i.e., Xl}> Y — Z, and Dx(+1) < X(+1) <= Y(+1) < Z(-1) < W(-1) < ---

(2) X— U —V — Z. Notice that the products of the edge gains

along these two paths can be found to bd and +1, However, since the net effect of two simultaneous inputs, i.e.,
respectively. Consequently, this FFL is also referred to as a D(+1) and W(—1), on X is uncertain afterward, the event
negatie feed forward loop (NFFL). It is assumed that the effects sequence following this initial FPP is really indeterminable
of fault origin D(+1) propagate along separate paths indepen- without further quantitative and/or qualitative knowledge of the
dently. Since the SDG is essentially a static model, it is not physical system in question.

possible to tell which effect reaches the ending n@drst. It should also be noted that the final steady-state values of
Thus, the FPP corresponding to a small disturban&@should the loop variables can sometimes be determiaeatiori on
also take the form of a tree, i.e., Figure 3. The symiti$—1) the basis of additional process knowledge. If the NFBL in Figure
andZ®(+1) are used here to denote the changes in variable 1d is acontrol loop, these final values can be assigned by
caused by disturbances propagating along paths 1 and 2following the approach proposed by Ju et4llable 1 is a
respectively. Since they represent two separate effects on thecomplete listing of the final states of control NFBLs in various
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scenarios. On the other hand, the final steady statpsookss Table 2. Candidate Patterns Derived from the FPP in Figure 2
NFBLs can only be identified on a case-by-case basis. As an no. X v 7
example, let us consider the simple storage tank presented i

Figure 4a and the corresponding digraph model in Figure 4b. % 2 8 8
Given the additional information that the outlet flow is gravity 3 1 1 0
driven and, at steady state, the inlet and outlet flow rates must 4 1 1 -1
be the same, one can easily conclude that disturbdesl) 2 ig 2 8
and Dy(—1) should result in the final state&(f+1), F2(+1)] 7 10 1 1
and [L(+1), F»(0)], respectively. In addition, if the math- 8 10 10 0
ematical model of the given system is available, Oyeleye and 9 10 10 -1
Kramer® and later Venkatasubramanian and his co-workers, 10 10 10 -10

e.g., see the work of Maurya et#land Rengaseamy et a?.,

developed systematic procedures for determining the quali- §ijate patterns associated with a tree-shaped simple SOO
tative steady states under the condition that the model parameter@sing only one qualitative level (i.e., small) to characterize

are unknown or uncertain. Although these strategies haveine disturbances. Chen and Chanater derived a formula
_been_ _sho_wn to be effectlve in many apphcatlons, a definite {5 determine the pattern number for a single-path com-
identification of the final FBL states still cannot always be posite SOO using two qualitative levels (i.e., small and

guaranteed. large). This formula has been generalized in the present work

On the basis of the above discussions, one can express thg, handlem disturbance levels and measurement nodes, i.e.,
fault propagation behavior caused by the disturbabge-1)

to the standard NFBL in Figure 1d as m+ n) (m+ n)!

Nep = ( m min! (6)

Dx(+1) < X(+1) < Y(+1) < Z(-1) < W(-1) <

<X (2),Y(y), Z(2), W (w)] (5) whereNcp represents the total pattern number. This formula is
derived in the proofs of theorems 1 and 2 in Appendix A. To
where,X, y, z, andw represent, respectively, the final steady- further illustrate its implementation procedure, let us consider
state values oiX, Y, Z, and W, which may or may not be the FPP in Figure 2 under the condition tiaty, andZ can be
identifiable. Notice also that the final states of all loop variables observed on-line. In other words, there are three measurement
are lumped into a single node in a square bracket in this FPPnodes and two disturbance levels in the corresponding single-
and their precedence order is left unspecified. This is due to path composite SOO. The pattern number in this case should
the difficulties in verifying the occurrence order of these be
symptoms in real time.
2.3. Symptom Occurrence OrderAs explained previously, @+2) 10
the predicted fault propagation mechanisms are expressed 3121
exclusively in this work with FPPs. It should be noted

that not all the events included in such representations can betg corresponding patterns can be found in Table 2. On the
monitored in the practical applications with existing on-line other hand, the following formulas have also been derived in

instruments. Thus, to facilita_lte realistic fgult diagnosis, the F_PPs this work to compute the pattern number associated with a tree-
should be reduced by merging every pair of a measured Va”ableshaped composite SOO:

and its measurement signal in the propagation paths and

then eliminating the unmeasured ones. This symptom occurrence +n.—1
order (SOO) is then used as the basis for developing a fault Nep =47 P(O)(m, ny} = ( 0 ) +
diagnosis system which takes both the eventual symptoms

and also their occurrence order into consideration. Since mfm—j,+n—1 Bo L SOiDy:

specific examples of this procedure have already been pre- Z m—i rl‘ {P™(y, nO,il)} (1)
sented elsewhefe?®21they are not repeated here for the sake = Ih =

of brevity.

where PO(m, ny) denotes the initial path of a tree-shaped
composite SOO having disturbance levels ang measurement
nodes;P©(j;, noj,) denotes théth branch path connecting to
the end of PO(m, no) with j; disturbance levels andy;,
measurement nodely denotes the total number of these branch
paths. Finally, notice that{e} is a counting operator and the
counting operation is carried out recursively, i.e.,

3. Constructing Fuzzy Inference System

3.1. Candidate Patterns.f all symptoms in a SOO can be
observed simultaneously, then it is certainly logical to confirm
the existence of corresponding fault origin(s). However, since
the fault propagation behaviors are dynamical in nature, the
resulting on-line measurements should vary with time during g pOisz-i) _
the incipient stage. In this work, the collection of on-line - { G novilvizvu"il)} -
symptoms observed at any instance in the fault propagation {j, + N0, ey, 1) I (jk i T N0 iy 1
process is referred to ascandidate patternit is obvious that . + X

1

every candidate pattern can be considered as an evidence for Jk jki= Ik Jen

fault identification. Thus, it is important to enumerate all Boiyip,...ik

possibilities and assign each one of them an appropriate A {PORIz )G o)) (8)
K+11 10,10, % i p g

confidence level.
In a previous study, Chang et #Al.developed a sys-

ikr1=1

yyyyy



Table 3. Candidate Patterns Derived from the Composite FPP

Related to the Treed-Shaped SDG in Figure 1b
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Table 4. Reconciliation Rules

rule no. individual effects net effect
no. X Y A u Vv no. X Y A U \% 1 110,410 110
1 0 O 0 0 O 24 10 1 0o 1 1 2 +10,+1 +10
2 1 0 0 0 O 25 10 1 -1 1 1 3 +10, 0 +10
3 1 1 0 0 O 26 10 10 0o 1 1 4 +10,-1 +10H1
4 1 1 -1 0 0 27 10 10 -1 1 1 5 +10,-10 +10H1/0/—-1/-10
5 10 0 0 0 O 28 10 10 -10 1 1 6 +1,+1 +10H1
6 10 1 0 0 O 29 10 O 0 10 © 7 +1,0 +1
7 10 1 -1 0 © 30 10 1 0 10 © 8 +1,-1 +1/0/~1
8 10 10 0 0 O 31 10 1 -1 10 O 9 +1,-10 -1/-10
9 10 10 -1 0 © 32 10 10 0 10 © 10 0,0 0
10 10 10 -10 0O O 33 10 10 -1 10 O 11 0,—1 -1
11 1 0 0 1 0 34 10 10 -10 10 O 12 0,—-10 -10
12 1 1 0 1 O 35 10 O 0 10 1 13 -1,-1 -1/-10
13 1 1 -1 1 o 3 10 1 0 10 1 14 -1,-10 -10
14 10 O 0 1 0 37 10 1 -1 10 1 15 —10,—10 -10
15 10 1 0 1 0 38 10 10 0 10 1
ig 18 1% 10 11 00 3‘?0 1100 1100 _1%) ig 1 SDG model can be characterized with the tree-shaped
18 10 10 -1 1 0 41 10 0 0 10 10 FPPs. The corresponding SOOs are therefore trees also.
19 10 10 -10 1 O 42 10 1 0 10 10 Since several distinct disturbance levels of the same variable
20 1 0 o 1 1 43 10 1 -1 10 10 may be expressed with separate nodes in a composite SOO, a
21 1 1 0 1 1 44 10 10 0 10 10 it ; ; ;
reconciliation procedure is needed to determine their net effects
22 1 1 -1 1 1 45 10 10 -1 10 10 . . - . . ;
53 10 0 o 1 1 46 10 10 -10 10 10 ar'][varlousllnstances. Three different scenarios are discussed in
the sequel:

3.2.1. Candidate Patterns Derived from a Tree-Shaped
measurement nodes) connecting to the end of P&thiz""i- SDG. Notice that the precedence order of the events ass-
(ko Nojsip--ii) (with ji disturbance levels amt,,,...;, measure-  ociated with different values of the same variable is uniquely

ment nodes). If there are no further branches connected to theSPecified in the corresponding SOQ in this case. Thus, according
end of the branch patROiiz"i)(ji, Noiyip-i)s i-€- Bojyiseric to the definition of SOO, the latest symptom should always

iktath branch path (withy1 disturbance levels anth, iy, - i1

1,12,

=0, then override all the previous ones in a candidate pattern.
For example, the candidate patterns listed in Tables 2 and 3
0 can be obtained by applying the pattern generation algorithm
|—| []=1 (9) gescribed in Appendix B and the overriding principle given
ere.

=1
- 3.2.2. Candidate Patterns Derived from an SDG with
The derivation of the above formulas is presented in the proof NFFLS. As indicated previously, the symptoms associated
of theorem 3 in Appendix A. As an example, let us consider with the ending node of an NFFL are located at different
the tree-shaped SDG presented in Figure 1b. The compositeranches of the corresponding tree-shaped SOO. Thus,
FPP resulting from a large disturbaré+10) can be obtained thelr precedence prder is unsp_ecn‘led since the effects of any
with the aforementioned approach. Let us assume that all nodesdisturbance entering the starting node of an NFFL should
except the disturbance itself are observable in this FPP, andPropagate along the branch patirsdependently In this
thusm=2,ny=1,Np1= Nyo= 2, By = 2, andBg; = Bo»= study, these conflicting effects on the same variable are

0. The total number of candidate patterns can be computed'econciled according to Table 4. For illustration convenience,
according to egs 79, i.e. let us consider the fictitious SOO in Figure 3 as an example.

A total of 21 patterns can be generated diyectly imple-
2 5\ 2 menting the proposed algorithms. These patterns are pre-
Ner = (2) " Z(Z — J'l)l_l_\”{ p(oy'ﬂ(jl, n i}} = sented in columns-29 of Table 5. Since the deviation values
2] £ I ’ of Z® and Z® in columns 6 and 7 represent two different-
-1 (0,1 -1 p(0.2 A (0,1 effects onz, they can be reconciled according to rules given in
L+ {P( )(1’2)}' ‘ {P( )(1'2)} + {P( )(2’2)} X Table 4. The resulting values are shown in column 10. Notice
APO22) =1+ 2+ 1x 1)+ 1x 1)+ that the net outcomes of opposite effectsl(and —1) on
B+2x1+1x1)(3+2x1+1x1)=46 Z are evaluated in patterns 16, 17, 20, and 21. According to
row 8 in Table 4, there are three possibilities in each of these
All corresponding patterns are listed in Table 3. four cases. Notice also that the net effects Wnare listed
Finally, it should be noted that, although the above formulas in column 11 and, only in pattern 21, three alternative out-
can be used to compute the total number of candidate patternscomes are produced. Consequently, there may be nine distinct
the actual patterns themselves must still be created on the basisombinations for pattern 21. However, it should be noted
of the precedence order defined in the SOO. In order to alleviate that Z is the ending node of an NFFL and is its output.
the work load incurred in the manual enumeration process, aSince the reconciled patterns must also be consistent with
computer algorithm has been developed in this work to the edge gain between them in the SDG model, the de-
automatically generate all possible patterns associated with anyviation values of Z and W listed in the same row in
given SOO. For the sake of completeness, this algorithm is the parenthesis of this pattern should occur simultaneously.
provided in Appendix B. In other words, there can be only three alternatives for pat-
3.2. Reconciliation Procedure for Determining the Net tern 21.
Effects on On-line Symptoms.As mentioned previously, 3.2.3. Candidate Patterns Derived from an SDG with
the fault propagation behaviors derived from essentially any NFBLs. If the final steady-state values of the loop variables of
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Table 5. Candidate Patterns Derived from the FPP in Figure 3

n. X Y U VvV ) 22 Wb w3 z W
1 0 0 0 O 0 0 0 0 0 0
2 1 0 0 O 0 0 0 0 0 0
3 1 1 0 0 0 0 0 0 0 0
4 1 1 0 0 -1 0 0 0 -1 0
5 1 1 0 0 -1 0 -1 0 -1 -1
6 1 0 1 O 0 0 0 0 0 0
7 1 1 1 0 0 0 0 0 0 0
8 11 1 0 -1 0 0 0 -1 0
9 1 1 1 0 -1 0 -1 0 -1 -1
10 1 0 1 1 0 0 0 0 0 0
11 1 1 1 1 0 0 0 0 0 0
12 1 1 1 1 -1 0 0 0 -1 0
13 1 1 1 1 -1 0 -1 0 -1 -1
14 1 0 1 1 0 1 0 0 1 0
15 1 1 1 1 0 1 0 0 1 0
1
16 1 1 1 1 -1 1 0 0 0 0
-1
1
17 1 1 1 1 -1 1 -1 0 0 -1
-1
18 1 0 1 1 0 1 0 1 1 1
19 1 1 1 1 0 1 0 1 1 1
1
20 1 1 1 1 -1 1 0 1 0 1
-1
1 1
21 1 1 1 1 -1 1 -1 1 0 0
_1 —

Table 6. Fuzzy Inference Rules Constructed According to the
Candidate Patterns in Table 2

IF THEN
no. X Y z cs
1 ZE ZE ZE NOC
2 SP ZE ZE UCTy
3 SP SP ZE UCT;
4 SP SP SN UCT;
5 LP ZE ZE UCT,
6 LP SP ZE UCT;
7 LP SP SN UCT,
8 LP LP ZE UCT,y
9 LP LP SN UCTs
10 LP LP LN OCR

a NFBL can be determined on the basis of additional process

knowledge, then the corresponding SOO can be constructed on
the basis of eq 5. In such a case, the aforementioned overriding

principle should also be applicable.

3.3. Rule Compilation. Each candidate pattern can be
encoded into an IFTHEN rule to evaluate the existence
potential (or occurrence index cs) of the corresponding fault
origin. Specifically, the premises of this rule are constructed
on the basis of the qualitative deviation values of the symptoms
in the given pattern. These deviations are translated into
linguistic values according to an interpretation functig i.e.,

LN if éj——lo
SN if éJ-:—l
Fi(0) ={ ZE if 0;=0 (10)
Sp if 6J- =+1
LP if 6j=+10

In the above equatio); denotes the deviation value of tfth
measurementj (= 1, 2,- - -, Nw); LN, SN, ZE, SP, and LP
denote respectively the linguistic values 10, —1, 0, +1,
and+10.

() U2

N

CV-01

LIC-01
Transmitter Sticks
SYONS-10AD

(b)

Figure 5. (a) Single-tank, level-control system. (b) Corresponding digraph
model.

Table 7. Fault Origins and Their Simulation Methods Adopted in
Example 1

case Cv-01
no. nmp mg sticks simulation method
1 -10 multiply C; in eq B.2 by 0% at 1000 s
2 -1 multiply C; in eq B.2 by 50% at 1000 s
3 +10 letgs = 1000 cnd/s in eq B.1 at 1000 s
4 +1 letgs = 450 cn¥/s ineq B.1 at 1000 s
5 -1 Y (1) multiply Cy in eq B.2 by 25% at 1000 s
(2) fix control-valve opening at 1000 s
+1 Y (1) setgz = 200 cn#/s in eq B.1 at 1000 s
(2) fix control-valve opening at 1000 s
7 -1 +1 (1) multiply C; in eq B.2 by 50% at 1000 s
(2) setgs = 450 cn#/s in eq B.1 at 1000 s
-1 +1 Y (1) multiply C; in eq B.2 by 25% at 1000 s

(2) setgz =200 cn#/s in eq B.1 at 1000 s
(3) fix control-valve opening at 1000 s

If the on-line symptoms are identical to those in an SOO,
then it is highly possible that they are caused by the corre-
sponding fault origin. To assert such a belief, the conclusion
“cs is OCR” should be used in the inference rule. Here, OCR
is the linguistic value of the occurrence index cs reflecting the
highest confidence level in confirming the existence
of the root cause(s). On the other hand, it is reasonable to
disregard the possibility of a fault if none of the symptoms
in the corresponding SOO can be observed. Thus, the conclusion
in the inference rule for this scenario should be “cs is NOC”,
where NOC is the linguistic value representing the
lowest confidence. The conclusions of the remaining rules
should be uncertain. Naturally, the confidence level of a
particular candidate pattern in confirming the existence
of the root cause(s) should be proportional to the number
of matched (or occurred) symptoms in the SOO. In this
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Figure 6. Diagnosis results of example 1. (a) Occurrence indices obtained when the actual fault angin 19). (b) Occurrence indices when the actual
fault origin is my(—1).
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Figure 7. Diagnosis results of example 1. (a) Occurrence indices obtained when the actual fault amgfifr 19). (b) Occurrence indices obtained when
the actual fault origin isms(+1).
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Figure 8. Diagnosis results of example 1. (a) Occurrence indices obtained when the two actual fault origips-dreand valve sticking. (b) Occurrence
indices obtained when the two actual fault origins agé+1) and valve sticking.

s7(-1) s8(-1) m2(-1) < s7(-1) s8(-1)
L L P L
m2(-1) < h(+1) < s5(+1) < s6(-1) < ml(-1) < - < [h(0),85(0),s6(-1),m1(-1)];
(a)
m2(+1) < s7(+1) s8(-1) m2(0) < s7(0) s8(-1)
L L L I
m3(+1) < h(+1) < s5(+1) < s6(-1) < mlI(-1) < - < [h(0),55(0),56(-1),m1(-1)];
(b)

Figure 9. Two FPPs used for scenario 7 in example 1.

study, the latter value | is used directly as a qualitative mea- A second interpretation functidf,,: can be defined accord-
sure of confidence. Since the events associated with differentingly to determine the linguistic values of the occurrence index,
values of the same variable may be included as different nodesi.e.
in an SOO, the latest among them always overrides all the

previous ones in the on-line measurements. To account for the NOC _'“ =0
overridden symptoms implied in a candidate pattern, the Foull) ={ OCR if I =1, (12)
following formula is used in this work for computing the UCT, otherwise

confidence level:
where Imax is the confidence level associated with the fully

Ny developed candidate pattern of the given SOO. As an example,
=S ¢(d) (11) let us consider the candidate patterns in Table 2. These patterns
IZ y can be converted to the fuzzy inference rules presented in Table

6 with the aforementioned interpretation functions.

wherec(d;) denotes the number of symptoms whimtcurred
in the jth measured variable when its current valuejjsin
other words| is the total number of nodes in an SOO which To verify the effectiveness of the proposed fault diagnosis

have been confirmed with measurement data. approach, extensive numerical simulation studies have been

4, Case Studies



Ind. Eng. Chem. Res., Vol. 46, No. 11, 20083643

(a)scenario 7 (b)scenario 8
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Figure 10. Diagnosis results of example 1. (a) Occurrence indices obtained when the two actual fault origimé—eke andmg(+1). (b) Occurrence
indices obtained when the three actual fault originsrase-1), ms(+1), and valve sticking.

carried out in this work. The on-line measurement data of all Table 8. Fault Origins and Their Simulation Methods Adopted in

fault propagation scenarios were generated with SIMULAQK, ~ Example 2

These data were then used in Sugeno’s inference procedure withcase no.  fault origin(s) simulation method

the fuzzy-logic module in the MATLAB toolboX’ Three typical 1 mu(+10) setqs = 1000 cni¥/s in eq B.4 at 1000 s
examples are presented below. In all these studies, it has been 2 my(+1) setgs = 700 cnf/s in eq B.4 at 1000 s
assumed that a standard hazard assessment method, e.g., fault 3 m(+10) seigs = 1000 %”*/S_ in eq B.5 at 1000 s
tree analysis (FTA), can be appligd off-line to establish.the scope ﬁEIB me(+1) ?f;‘ll@g%go ésn%?seiﬂ EdsBa.tzllaOtoloo?)o s
of fault diagnosis. The most significant advantage of this practice (2) setqs = 700 cnf/s in eq B.5 at 1000 s

is that the candidates of fault identification are restricted to only
the causes of one or more given top events and, consequentlyshown in Figure 8a and b. Next let us consider scenario 7 in
the diagnosis procedure can be greatly simplified. which two external disturbances are present, i.e., a decrease in
Example 1. Let us consider the single-tank level-control the output flowm, and an increase in the input flows. A FPP
system in Figure 5a and the corresponding SDG model in Figure can be constructed for each disturbaimaividually according
5b. The model equations and the numerical values of modelto the previously proposed procedures (see Figure 9). These
parameters used in the simulation studies are listed in thetwo FPPs can be combined to describe the fault propagation
appendix (see Table C.1). A total of eight possible scenarios mechanisms in the present scenario. Specifically, it can be
have been identified with fault tree analysis for this example. postulated that the root nodes(—1) andmg(+1) of the FPPs
The fault origins of these scenarios and their simulation in Figure 9a and b are the effects of a fictitious common cause.
procedures are listed in Table 7. Scenaries4lare used to The corresponding SOO and candidate patterns can be obtained
demonstrate the capability of the proposed diagnosis methodon the basis of this combined FPP. Notice that the final steady-
in distinguishing different magnitudes of the same disturbance. state values of the loop variables must be evaluated in this case
The diagnosis results obtained by introducing the first two fault with additional process knowledge. Let us assume that the
origins, i.e.,my(—10) andmy(—1), are presented in Figure 6a combined effects afy(—1) andmg(+1) are equivalent to those
and b, respectively, while those associated witf+10) and caused by an uncontrollable disturbance. Consequently, the final
mg(+1) are given in Figure 7a and b. The high G&lue in states of loop variables can be assigned by following the
Figure 7a is mainly due to the fact that the transient symptoms approach suggested in the work of Ju et?li.e., h(+1),
in scenario 7 happen to be very similar to those in scenario 3. s5(+1), ss(—10), and my(—10). The corresponding sim-
In scenarios 5 and 6, a small disturbance (irs(—1) or ulation results are shown in Figure 10a. Finally, let us consider
mg(+1)) is introduced in the presence of a hardware failure (i.e., a similar scenario in which the two aforementioned disturb-
control valve CV-01 sticks). The corresponding results are ances occur after control valve CV-01 sticks. Under the
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Figure 11. (a) Process flow diagram of a two-tank, level-control system. (b) Corresponding SDG model of a two-tank, level-control system.

condition that the control valve failure always exists, two listed in Table 8. In every scenario, the disturbance(s) is
separate FPPs can be constructed for the individual disturbancesoriginated from eithermy or ms. The magnitude of each
The same approach can then be taken to merge these twalisturbance is divided into two levels, i.e., 1 (small) and 10
FPPs and to generate the corresponding SOO and candidatélarge). Notice that scenario 5 is concerned with two coexistent
patterns. The simulation results are presented in Figure 10b. Itfault origins, i.e.mu(+1) andms(+1). The model equations and
can be clearly observed that the diagnostic resolution is good parameters used in simulation studies can be found in the
enough to differentiate the multiorigin and multimagnitude appendix (see Table C.2). The SOO obtained in each scenario
scenarios. is shown in Figure 12. The diagnosis results are presented in
Example 2.Next, let us consider the two-tank level-control  Figures 13-15.
system presented in Figure 1la and the corresponding SDG Example 3. Finally, let us consider an exothermic continu-
model in Figure 11b. The scenarios studied in this example areously stirred tank reactor (CSTR) together with its temper-
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Figure 12. SOOs used for all five scenarios in example 2.
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Figure 13. Diagnosis results of example 2. (a) Occurrence indices obtained when the actual fault angfi19). (b) Occurrence indices obtained when

the actual fault origin isny(+1).
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Figure 14. Diagnosis results of example 2. (a) Occurrence indices obtained when the actual fault omg#-19). (b) Occurrence indices of the actual

fault origin is ms(+1).

s10(+10) << s7(+10) <<s9(+10) <<s3(+10) ... <
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Ind. Eng. Chem. Res., Vol. 46, No. 11, 20083645

[s9(+1),83(+5),s10(+1),s7(+5)];

[s9(+1),83(+1),s10(+1),s7(+1)];

< [89(-1),s3(+1),510(-1),87(+1)];

. < [s9(-1),83(+1),s10(-1),s7(+1)];

L S9(F1) < S10(-1) < s7(-1) ... < [s9(-1),53(+1),510(-1),s7(+1)]

00t <s10(+1) < s7(+1) < s9(+1) < s3(+1) ... < [s9(+1),s3(+1),s10(+1),s7(+1)],
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Figure 15. Occurrence indices obtained in example 2 when the actual fault originsuétel) andms(+1).

Feed Stream

Fo,To ,Cao i
]
Temperature
Controller
= i h
i @
SR g .
Coolant | i
ch 7TCO i
| |
! I !
Coolant P ! !
oolant Pump | v i > F..T,
] ]

— ' Level |vp
@ F’T’ CA Controller
L }—» Product Stream

Product Pump

Figure 16. Process flow diagram of a CSTR with temperature- and level-control systems.

ature and level control loops(see Figure 16). It is assumed Figure 17. It can be observed that the digraph config-
that there are six measurable process variables, i.e., the heightiration is quite complex and the feed forward and feedback
of the liquid level in the reactorh, the flow rate and outlet  loops in this system are highly coupled. The model equations
temperature of cooling wateF{ andT.), and the temperature, and parameters used in this example are presented in the
flow rate, and reactant concentration at the outlet of the appendix (see Table C.3), and all simulated scenarios are
CSTR ([T, F, andC,). For simplicity, it is further assumed that summarized in Table 9. The initial FPPs corresponding to the
the variations in these variables are always accurately reflectedfault origins are given in Figure 18, and the final states of
in their measurements and, therefore, it is not necessary toprocess variables in every scenario are presented in Table 10.
distinguish a measured variable from its measurement It should be noted that, due to the presence of complex
signal in the digraph model. The resulting SDG is given in process loops in this system, the final steady-state values of
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Figure 17. SDG model of CSTR system. C.(-1)
Table 9. Fault Origins and Their Simulation Methods Adopted in C,(-10)
Example 3 =
case fault (c) T(+10) << Fc(+10) K Tc“(-10)
no. origin(s) simulation method 5
: : . T Te®(+10)
1  Fo(+10) introduce an increase of 100&/fftin Fyat 3 h
2 Fo(+1) introduce an increase of 556/ftin Fpat 3 h C,(-1)
3 To(+10) introduce an increase of 12R inToat3 h L A
4 To(+1) introduce an increase of BR inTpat 3 h (d) T(+1) < FC(+1) < Tc(l)(_l)
5  Fo(+1), To(+1) (1) introduce an increase of 55@/ktin Fgat 3 h *
(2) introduce an increase of BR inToat 3 h Tc®(+1)

some of the variables cannot be uniquely determined with the

SDG model alone. In these cases, all possible values are listed L (d)

(see Table 10a). Notice that, by definition, the final value of (¢) RoOt,.a, < (b)

each controlled variable can be predicted with a high degree of _ - ] ] . ) )
confidence. In particular, this value should be 0 if the external Figure 18. Initial SOOs associated with the fault origins considered in
disturbance is controllable (with magnitude 1) a#id if an example 3.

uncontrolled disturbance (with magnitude 10) is introduced. Let Table 10. Partially Predicted Final Steady-State Values Adopted

us use scenario 1 as an example to illustrate this point. Sinceand Complete Final Steady-State Values Assumed in Every Scenario
the fault origin in this case i§o(+10) and multiple process ~ ©f Example 3

NFFLs and NFBLs exist between nodEgs and Ca in SDG, case
the net effect on the latter is really indetermineable on the basis_no- _ h Ca T Te F Fe
of the digraph model only. Similarly, the net effects of fault Partially Predicted Final Steady-State Values Adopted

origin on the temperature control loop and its loop variables 1 ~ +1 +1041/0/ +1/0/-1 +1/0/~1 +10 +10A+1/0/

(i.e., T, Tc, andF¢) are also unpredictable. On the other hand, —1/-10 —1/-10
i o< : . 0 +1/0-1 0 0 +1  +1/0~1

the final state of the liquid level should Hel sincehis located 3 0 +10A-1/0/ +1 +1 0 +10

in a single control loop and this loop is affected only by an —1/-10

input Fo. Notice that the final states listed in rows-2 of Table 4 0 +1/0/~1 0 0 0 +1

10a can also be determined in the same fashion. On the basis > 0 +19’I7£’% —U0A1  —LO0H1  +1 +19’1+/f’%

of the initial FPPs and also the incomplete information _
about the final states, a set of fuzzy inference rules can be Complete Final Steady-State Values Assumed

obtained with the proposed approach. These rules have been ; J% g g g +jg +1g
tested with simulated data. The diagnosis results of scenarios 1 3 0 0 +1 +1 0 +10
and 2 are shown in Figure 19. It is clear that these in- 4 0 0 0 0 0 +1
ference rules can be used to differentiate disturbances with 5 0 0 0 0 +1 +10

different magnitudes, i.eFo(+10) andFo(+1). Similarly, the states listed in Table 10b can be assumed to be available,
same conclusion abotip(+10) andTy(+1) can be drawn from  then the diagnostic resolution of the proposed method can be
Figure 20. The feasibility of diagnosing multiple coexistent further enhanced. In other words, the occurrence indices of the
fault origins is demonstrated in Figure 21. In this scenario, incorrect origins can be suppressed to very low levels in all

disturbances F(+1) and T(+1) are introduced simul-  scenarios.

taneously at 3 h. Notice that the value of performance index Other than the feasibility problem discussed above, let us also
css becomes the largest among all five indices almost address the issue of on-line computation load with additional

immediately after the faults occur. It should be noted data gathered in the simulation studies carried out for this

that the occurrence indices of incorrect fault origins may not example. A total of 5248 rules have been constructed for the
reach zero eventually. This phenomenon can be ob- five fault origins under consideration. To execute the computa-
served in scenarios—5. This is obviously due to the fact that tion required for fault diagnosis, the fuzzy inference module

some of the final steady-state values are uncertain. If the final has been used on a desktop PC with an AMD Althlon 64
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Figure 19. Diagnosis results of example 3. (a) Occurrence indices obtained when the actual fault dfigin16). (b) Occurrence indices obtained when
the actual fault id=o(+1).
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Figure 20. Diagnosis results of example 3. (a) Occurrence indices obtained when the actual fault ofinli8). (b) Occurrence indices obtained when
the actual fault origin isTo(+1).

processor 3006 1.81 GHz and 1.00 GB RAM. It was found possible magnitude levels are characterized systematically in
that the computation time needed to process each on-line datahis study according to (1) the degree of deviation of each
set is less than 0.0017 s, which should be quite acceptable forprocess variable from its normal state and (2) the occurrence
practical implementation. order of the abnormal deviations. Fuzzy diagnosis rules can then
be generated automatically on the basis of the candidate patterns
derived from SOOs. Mathematical theorems and the corre-
sponding pattern generation algorithms are also developed to
The fault propagation paths (FPPs) and symptom occurrenceenumerate all possible on-line symptoms. The simulation results
orders (SOOs) caused by multiple fault origins with one or more of several example are presented in this paper to demonstrate

5. Conclusions
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Figure 21. Occurrence indices obtained in example 3 when the two actual fault origink(@ré) andFo(+1).
the feasibility of the proposed approach. It can be observed thatlevels can be determined according to the same approach.

the fuzzy inference system constructed in this study is indeed As indicated in eq A.2, the total number of candidate patterns
suitable for fault diagnosis in multiorigin and/or multimagnitude of P(m, n) is computed by summing all such possibilities.

scenarios. Theorem 2 The total number of candidate patterns associated
with a single-path composite SOO with disturbance levels
Appendix A: Theorems Related to the Number of andn measurement nodes is
Candidate Symptom Patterns
m-+n
Theorem 1. Consider a set of single-path composite SOOs Nep= Npp = ( m ) (A.3)

denoted byP(m, n), wheremis the number of disturbance levels
andn is the number of measurement nodes. The total number Proof 2. This theorem is proved by mathematical induction.
of candidate patterns oP(m, n), denoted asNmn, can be The basis of induction is established according to the following

computed with either one of the following two formulas: steps:
(1) SetNO’O =1
m+l i i3 In-2 (2) The pattern numbers
Ny = Z Z z Z i, Mm=0 n=2 (Al)
i1=1 i;= in-2=1ip-1=1 N..=N, .= L =1
0,1 1,0 110!
n+l i1 jm3  m-2
Nm’nzzz\--- > > imi mz2 nz0 (A2 N“:A:z
j1=1j2= im—2=1jm-1=1 ' 1!
Proof 1. At any time, the first measurement node in path €an be determined by direct enumeration.
P(m, n) may assume one value among+ 1 possible ones, (3) From eq A.1, one can obtain
i.e., those corresponding to the normal state and rhe 1 21
disturbance levels. Given a specific value (say leyet 1) of N..= = =1
the first node, the second node can only assume values at 02 i; oo
the same level or the lower levels, i.e., those corresponding to
the normal state and the disturbances from level 1 to level 2 3l
i1 — 1. Similarly, the number of possible values of the remaining N, ,= Z ip=—=3
nodes can be determined on the basis of the same rationale. As = 211!
indicated in eq A.1, the total number of candidate patterns of .
P(m, n) is computed by summing all such possibilities. (4) From eq A.2, one can obtain
On the other hand, there are also + 1 possible 1 21
propagation lengths on the lowest disturbance level N, .= j,= SR}
in P(m, n), i.e., from no nodes tm nodes. Given a specific 20 & ! 012!

length (say ofj; — 1 nodes) on the lowest level, the

propagation length on the second lowest level should not be 2 3l
longer, i.e., from no nodes to — 1 nodes. Similarly, the N, = Zj1=—= 3
number of possible lengths on the remaining disturbance = 211!
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(5) From eq A.1 or A.2, one can obtain

3 3 41
N, ., = Zi = jj=——=6
2,2 L 1 DY

1=
Thus, it can be hypothesized that the theorem is true ford
<=mand0=<n=n,ie.,

n—l—m)

Nm,n = ( m

wherem =2, 3, ... andh’ =2, 3, ...
Notice that eq A.1 can be written as

Ny i1 = Noy T Ny 2+ Ny

Substituting the induction hypothesis into the above equation

yields

m-1.
i+n
N1 = Ny = Z( i )
&

By using the identity

K(L+k)=(L+K+l)

2.\ « K

(wherek, L, andK are non-negative integers), the above equation

can be converted to

m +n
Ny w1 = Ny T (m _ 1)

m-+n+1 m+n
N‘”'“'+( m )_( m )_
(m+n'+1)_(m+n'+1)
m n+1

Similarly, eq A.2 can be written as

Npyramr =Npot Npyg T+ Ny oy

By following the same derivation procedure, it can be shown

that

R S A (' A
Nm’+1,n’_Nm(,n’_J; j -1/

(m+n'+1)_(m+n')
n' n'

_(m+n'+1)_(m+n'+1)

Nm’+1,n’ nr rnl + 1

Thus, eq A.3 should be valid for all non-negative integers.

n—1+m
Nep=. ‘{sz)(m)} = (

I _a\ B
Z (m Jit Ny 1) ‘ ‘{P(Oh)(jl, nO,il)} (A4)
1=

m-—J 1=

where. 1 {e} denotes the counting operator of a given path.

The results of counting operation can be obtained recursively,
ie.,

POz Nog e i)} =

Nojiipe i, — Lk N Jzk T, T Mojgini y
jk k=1 jk - jk+1

Bojgip....ik

A \,,.{ P(O,il,iz,...ik+1)(jk+l, nO,il,iz

i+1=1

)} (A5)

RN

wherek = 1, 2, ... If there are no further branches connected
to the end of the branch patRCiviz"W(jy, Ngj,i,--i), i.€.,
BO,il,izy'",ik = 0, then

0

o =1
1

ikt1=

Proof 3. Let us first consider the candidate patterns of the
abnormal symptoms appearing only on the initial pa{(m,
no). The pattern number of such a single-path composite SOO
can be determined according to Theorem 2, i.e.

m+ no)

NCP: Nm,n0 = ( m

Notice that the left-hand side can be rewritten as

a2l )

where

NO. :(m—j+n0—1)
"o m_j

represents the number of patterns in which tiggh node
assumes thgh-level disturbance value.

Theorem 3.Let us consider a tree-shaped SOO characterized Let us next consider the candidate patterns of the abnormal

by m disturbance levels. IP©(m, ny) denotes the initial path
of this tree withnop measurement nodeB(®W(m, no;,) (i; = 1,

2, ..., Bg) denotes thejth branch path connecting to the end
of PO(m, ng) with ng;, measurement nodeB®ivi2(m, no;, i,)
(i=1, 2, ...,Bo;,) denotes théth branch path of lengthy;, i,
connecting to the end &%'J(m, ng;,), etc., then the total number
of candidate patternblcp can be computed according to the
following equation

symptoms appearing only on the initial p&f(m, ng) and/or
the subsequent second-tier branch p&88)(m, no;,) (i1 = 1,

2, .., Bpg. If the noth node on the initial path
remains in its normal state, then none of the symptonmR@n-

(m, ng;,) are observable and the corresponding pattern
number should beN!) . On the other hand, if theth
node on the initial pa'fh assumes th¢h-level disturbance
value {1 = 1, 2, ..., m), then the corresponding pattern



Ind. Eng. Chem. Res., Vol. 46, No. 11, 2003651

number can also be determined on the basis of Theorem //initialize modified depth-first search

2,i.e.

Bo

(i)
va”o rl le,no,il
1=

j+ g,
I

where

TNl

input parameters: pattern,label,prec,succ
output parameters: none
mdfs_initialization(pattern,label, prec, succ){
for(i=1~pattern.node_number)
visitfi/=false
mdfs_recursion(pattern,label,prec,succ)

}

//perform modified depth-first search recursively
input parameters: pattern,label,prec,succ

Thus, the total number of candidate patterns in this case shouldoutput parameters: none

be
m Bo
— 0 j —
Nep=NGh + > NI TN i, =
1= 1=
m+n-1 2 [m-j+n-1| =
+ Z i |‘l N i,
m 1= Jl i1=

Since Nj,ni; IS again the pattern number of a single-path
composite SOO witlyy disturbance levels ant;, measurement

mdfs_recursion(pattern,label, prec,succ){
pattern_generation(pattern,label, prec)
visit[label]=true
pointer=succflabel/
while(pointer!=null){
i=pointer.key
if((Mvisitfi]) and (check_preceding-nodes(i,prec)))
mdfs_recursion(pattern,i,prec,succ)
pointer=pointer.next

nodes, the above approach can be used repeatedly to derive thg/check if all preceding nodes of label have been visited
pattern number associated with a tree-shaped SOO having th@nput parameters: label,prec

third- and higher-tier branch paths.
Q.E.D.

Appendix B: Pattern Generation Algorithm for the
Tree-Shaped SOOs

To facilitate illustration of the proposed algorithm, it is
necessary to first introduce the conceptaafjacent list® for

oulput parameters: boolean.variablel
check_preceding-nodes(label,prec){
pointer=prec/label];
while(pointer!=null){
if (lvisit/pointer.key])
return false
pointer=pointer.next}
return true

representation of the SOO structure. In particular, the neighbor-}

ing nodes of every symptom in SOO are classified with two

distinct lists, i.e., the precedent list and the succedent list. The //insert label into every pattern containing all its preceding nodes
former list contains all preceding nodes and the latter all input parameters: pattern,label,prec

succeeding nodes. For example, let us consider the fictitious output parameters: none

SO0 in Figure B.1a. In each node of this SO0, the capital letter pattern_generation(pattern,label, prec){

is used to represent a measured variable and the lower-case letter Jfor(i=1~pattern.string-number){

D) < E(e) < F()
v Y Y
A(@) < B() < C()
(a)

Succedent list Precedent list
succ[A]={B,D} prec[A]={}
succ[B]={C,E} prec[B]={A}
succ[D]={E} prec[C]={B}
succ[E]={F} prec[D]={A}
succ[C]={F} prec[E]={B,D}
succ[F]={} prec[F]={C,E}

(b)

if (verify_pattern(pattern,i,label, prec))
add_pattern(i,label,pattern)
}
}

//verify if the preceding nodes of label are included in pattern i
input parameters: pattern,i,label,prec
output parameters: boolean.variable2
verify_pattern(pattern,i,label, prec){
pointer=prec/label]
while (pointer!=null){
if (pattern.item/i][pointer.key/==1)
pointer=pointer.next
else
return false

}

return true

}

in parenthesis denotes its qualitative deviation value. The
corresponding adjacent lists can be found in Figure B.1b. Notice
that the deviation values are dropped in these lists for the sake
of brevity.

In essence, two basic tasks are performed with the pattern
generation algorithm, i.e., depth-first search and pattern enu-
meration. The original procedure was proposed by Chen and

Figure B.1. (a) Fictitious SOO. (b) Corresponding succedent and precedent Chang for the simple SOOs with only one disturbance level.

lists.

A modified algorithm has been developed in the present study
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I Let label=root node |

pattern enumeration

Is label is a root node?

I

|

|

Yes No |

Y Y |
Produce a single- (1) Find all previously constructed i
symptom pattern patterns that contain the preceding !
associated with the nodes of label !
root node (2) Insert label into these patterns to i
create additional new patterns i

T
[}
Set label=selected node || 1
[}
[}

Arbitrarily select a node from the
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Has it been vzszted
before?
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label = root
node?

/

Select another node from the
succedent list of label

Yes

]

Return to the preceding node of
label which has been
previously visited and set
label=returned node

depth-first search
Figure B.2. Flowchart of pattern generation algorithm.

to generate all candidate patterns associated with any tree-shapesearch steps are traced in Figure B.3. In the beginning of the
compositeSOO. This updated version is described with the search process, the functiomdfs_initializationis called accor-
following pseudocode and also the flowchart given in Figure ding to a given root node, i.eA(a). All elements in arrayisit
B.2. are then initialized to be false. Next, the functiodfs_recursion
Itis assumed that parametmatternin the above pseudo code is activated frommdfs_initializationwhile assigningA to be
can be characterized by a data structure with three separatehe value oflabel. In the functionmdfs_recursionvisit[A] is
fields, i.e.,pattern.nodenumber(representing the total number  set to be true and then functigrattern_generatiors called to
of nodes in the SOOpattern.stringnumber(representing the  create all patterns related to nofi@). The following step is to
current number of constructed patterns), aattern.item([i][j] examine one of the succeeding nodeg\@), e.g.,B(b), using
(denoting if theith pattern item is thgh node of the SOO). It  the check_preceding_nodefsinction. It is required in the
is also assumed that the initial valuelabel is the root node proposed procedure that all preceding nodes of a node qualified
and the precedent list and succedent list of every node in thefor the next visitation must have already been visited in the
SOO are given. previous steps. Since no&b) has not been considered before
Let us first illustrate the modified depth-first search procedure and its only preceding nod&(a) has already been visited, the
with the example SOO shown in Figure B.1a. The corresponding functionmdfs_recursiorshould be called again. In the next call
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label A B C D E F ¢

A [l el e[ e]e] £] succlAl-(BD}  preclAl={} A calls B
A B C D E F .

B [« [ f] f] f] sucB-CE precBI-{A}  BeallsC
A B C D E F ¢

¢ [ [ o[ e]e] ] sucCHF  prec[Cl-B}  CretumstoB
A B C D E F

B[ e e[| f]e] ] succ[B]={C,é} prec[BI={A} B returns to A
A B C D E F |

A [T el o] e[ e] £] suclAFBD}  precfAl-{}  AcallsD
A B C D E F .

D e[ el o] o] ] r]  succDE prec[D]={A}  Decalls E
A B C D E F .

E e e o] o] ¢] £] succE-E prec[E]={B,D}  E calls F
A B C D E F

F | t | t | t | t | t | t | succ[F]={} prec[F]={C,E}  Freturns to E
A B C D E F

B e o] e o] o] o] succERE prec[EI={B,D} E returns to D
A B C D E F

D et e] ] ] sucrE prec[DI={A} D returns to A
A B C D E F

A Lol el o] o] o] succ[A]{B,D}¢ precf[Al={} A returns to mdfs

Figure B.3. Iteration steps in the modified depth-first search procedure for the SOO in Figure B.1a.

of mdfs_recursioplabel = B and, thusyisit[B] should be set until no qualified nodes can be identified and the returned caller
to be true. Consequentlpattern_generatiorshould be called is the root node from functiomdfs_initialization

and then one of the succeeding node8(), e.g.,C(c), must Let us next illustrate the pattern enumeration process with
be checked. Similarly, singg(c) has not been considered before  the fictitious SOO in Figure B.1a. First of all, it should be noted
and its only preceding nod&(b) has already been visited, the that the possibility of a normal system state should be
function mdfs_recursiomust again be called. Notice that this  considered. In other word§A(0), B(0), C(0), D(0), E(0), F(0)}
procedure cannot be carried out further since there is only oneshould always be regarded as the first candidate pattern. The
node in the succeeding list of nod¥c), i.e., F(f), but one of other candidate patterns are associated with the abnormal system
its preceding nodeB(e) hasnot been visited before. In such a  states. By following the modified depth-first search procedure,
case, the subsequent search steps should be carried out bghe nodes in SOO may be visited according to the sequence
returning to the previous calleB(b) in order to identify A(2)B(b)C(c)D(d)E(e)F(f). The abnormal-state candidate pat-
additional qualified nodes. Notice th&(b) has two suc-ceeding  terns can be generated by processing the items in this sequence
nodesC(c) andE(e). SinceC(c) has already been visited while  one-by-one. Obviously, the initial pattern associated with the
one of the preceding nodes &f{e) (i.e., D(d)) has not been first item should bg A(a), B(0), C(0), D(0), E(0), F(0)}. This
visited, it is necessary to go further back to consider the pattern can be written in an abbreviated fofA¢} (pattern 2)
succeeding nodes @f(a). At this point,D(d) can be identified by removing all symptoms with zero deviations and also
to be a qualified node. This process should then be continueddropping the nonzero deviation value of the occurred symptom.
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The candidate pattern corresponding to the second item in theTable TC.2. Model Parameters Used in Example 2

search sequence can be obtained by inserting an additional parameter definition (steady-state) value

symp'gom B(p) into a prewously gonstructed patte.rrj which AL cross-sectional area of tank 1 v

contains all its preceding nodes, i.A(a). More specifically, hy height of liquid level in tank 1 50 cm

this operation yield$A, B} (pattern 3). The candidate patterns A cross-sectional area of tank 2 4o

associated with the third iter@(c) can also be produced by h; height of liquid level in tank 2 50 cm

inserting the corresponding symptom into the available pattern- gi ?u"t‘;tu‘;'cf’l‘(’)"v\r,ar;et:foﬁg'r‘ﬂ(l L ?ﬁ%ﬁ

(s) containing its only predecessB(b). Since the completed & output flow rate of tank 2 711.0 ciis

patterns at this point arfA} and{A, B}, the latter can be O additional input flow rate to tank 1 0 cifs

adopted to generate a new patt¢/ B, C} (pattern 4). The V3 additional input flow rate to tank 2 0 ciis

fourth itemD(d) in search sequence can be processed in a similar Cu €2 proportional constants 100.56 éP{)s

fashion. From Figure B.la, it can be Qb;erve_d that the h;iet gg?gg;ﬂ;’;g?&el height in tank 2 lgbzgnﬁ% &

predecessor of the node corresponding to this itefdiel Thus, K. proportional gain of level controller 1.281

the new patterns in this case should{de D} (pattern 5){A, 7 integral time of level controller 7.95 104s

B, D} (pattern 6), andA, B, C, D} (pattern 7). Notice that the

fifth item E(e) has two preceding nodes in the SOO, i&{h) C.3. Mathematical Model Used for Simulating CSTR

and D(d). The corresponding new patterns can be created by System.

augmenting this item with pattern 5 and pattern 6, {4,,B,

D, E} (pattern 8) andA, B, C, D, E} (pattern 9). Finally, the av_ Fo—F (C.9)

pattern containing the last item can be produced by adding it to dt

pattern 9, i.e.{A, B, C, D, E, F} (pattern 10). Notice that, by V=Ah (C.10)

substituting 2 and 3 fom and n, respectively, into eq 7, the R

resulting total number of candidate patterns is also 10. This a= ke Ca (C.11)

pattern gen-eration algorithm has been coded with Visual dc, F,

C++2930 in the present study and tested extensively with TZV(CAOXA —C,)—r1,u (C.12)

different SOOs. c AH)  UAT — T

Aopendix C: d—T=—°(TO—n+rA( ) DAT- T (C.13)

ppendix C: Process Models dat Vv pC, VoG,
C.1. Mathematical Model Used for Simulating a Single- dT, F, UAT—-T)
Tank, Level-Control System. &V (TCO T) e (C.14)
dnh_ Fo=Fuo— K|(To—T+2 [(Tu-T| 15

Aa_ql‘i'%_cb (C-l) c cs c( set T) T?—‘/g)( set T) ( . )

% = Ci/h, (C.2)

1
» F=F.— K?[(hsel— h) + r—Hj;(hsel— h)] (C.16)
O; = Ghs t+ Ko K| (hgee = h) + ;I‘/(;(hset_ h[ (C.3) !

Table TC.3. Model Parameters Used in Example 3

Table TC.1. Model Parameters Used in Example 1

— parameter definition (steady-state) value
parameter definition (steady-state) value - — -
- h height of liquid level in reactor 48 ft
A cross-sectional area of tank “r? Xa  molar fraction of reactant at reactor inlet  0.47
h height of liquid level in tank 50 cm \Y; reactor volume 48003t
qu input flow rate 707.1 cris Cao  reactant concentration in feed 1 Ib-mai/ft
G output flow rate 707.1 chfs T reactor temperature 53R
O3 additional input flow rate 0 chfs Fo feed flow rate 4000 ffh
Cy proportional constant 100 cif's To feed temperature 53R
Key control-valve gain 15 ciifs % Ca reactant concentration in reactor 0.474 |b-mél/ft
hset set point of level height 50 cm Te outlet coolant temperature 53R
Ke proportional gain of level controller 0.02 Fe coolant flow rate 4836 fth
T integral time of level controller 20s Vi volume of jacket 385 ft
Ko frequency factor 7.0% 10'9h
: ; ; ~ E activation energy 30 000 Btu/lb-mol
C.?. Mathelmatlcal Model Used for Simulating Two-Tank, R Universal gas constant 1.99 Btu/(lb-nia)
Level-Control System. U overall heat transfer coefficient 150 Btu/(R fR)
A heat transfer area 25 0086 ft
dhl Teo inlet coolant temperature 53R
A —=0,+0a, — cA4 AH  heat of reaction —30 000 Btu/lb-mol
1odt G % ( ) Co heat capacity (process side) 0.72 Btuf(fR)
dh G heat capacity (coolant side) 1 Btu/gbR)
2 densi i 3
e _ I ensity of process mixture 50t
Ao dt %+ 0~ G (C.5) o Density of coolant 62.3 |ft3
A cross-sectional area of reactor 100 ft
g, =Cy/h (C.6) K; propor:!ona: gain o; 1eve| corltroller o 120
K proportional gain of temperature controller
0:= Cz\/ h, (C.7) TIHC integral time of level controller 89.286 h
1 7 integral time of temperature controller 0.6557 h
— — = — [
G = s T KeKe| (N 5o ) + _L_lj;(hZ,set hy)| (C.8) hset  Set point of the level height in tank 48 ft

Tset  Set point of the temperature in tank 5&
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