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The diagnostic resolution issues are usually addressed with a quantitative or semiquantitative approach in the
reported studies concerning sensor placement procedures. Since the required information for implementing
the traditional methods may not be always available, a SDG-based strategy is proposed in this paper to design
the sensor networks on the basis of qualitatively predicted fault evolution sequences. To achieve a maximum
level of resolution and, at the same time, to ensure observability, the corresponding design problems are
formulated as integer programs in this work. Two alternative strategies are also developed for producing the
optimal solutions. The feasibility of the proposed method is demonstrated with three examples.

1. Introduction

Any fault diagnosis method must be implemented on the basis
of sufficient online measurement data. In realistic applications,
it is obvious that only a limited number of sensors can be
installed due to budget constraints. Since improper selections
may seriously hamper diagnostic performance, the development
of sensor placement strategy has become an important research
issue in recent years. Ideally, a sensor network should be
configured to facilitate detection of all possible fault origins
and also to maximize overall diagnostic resolution under a given
cost limit. In fact, numerous related contributions have already
been reported in the literature, e.g., Madron and Veverka,1

Maquin et al.,2 Ali and Narasimhan,3–5 Ricker and Lee,6,7

Lambert,8 Sen et al.,9 Bagajewicz and Sánchez,10,11 Bhushan
and Rengaswamy,12–14 Bagajewicz and Carbrera,15 Bagajewicz
and Fuxman,16 and Kotecha et al.17

Clearly the sensor network should be devised to best serve a
chosen fault diagnosis strategy. The available diagnosis methods
could generally be divided into three distinct categories,18,19 i.e.,
the model-based approaches, the knowledge-based approaches,
and the data-analysis-based approaches. The focus of the present
study is concerned with the digraph-based techniques. In
essence, the signed directed graphs (SDGs) are qualitatiVe
models that can be used to characterize the causal relations
among faults, failures and their effects.18–21 The advantage of
this modeling approach is mainly due to the fact that these
relations can almost always be established on the basis of simple
engineering principles. On the other hand, the more rigorous
mathematical models and the more case-specific knowledge
bases are required to be built according to the measurement
data and operational experiences obtained in the course of every
possible accident. These needs are often not satisfiable.

To address the observability issue, Raghuraj and Ren-
gaswamy22 proposed a digraph(DG)-based design procedure to
obtain a set of measured variables that could be influenced by
the given fault origins. In principle, their approach was to select
the sensors by identifying the directed paths emanating from
every root node in the unsigned DG model and then collecting
all the nodes on these paths. They also treated each pair of root
causes as a pseudo fault origin. Additional set of sensors were
then obtained to improve diagnostic resolution. A greedy search

algorithm and an extended backtracking algorithm were devel-
oped in their study to solve the set covering problem in an
optimal fashion. In a later work, Bhushan and Rengaswamy12

used the additional information embedded in the signed digraph
(SDG) for sensor placement so as to further enhance resolution.
Although better performance can be achieved in simple systems,
their SDG-based diagnosis approach is still unreliable for more
realistic applications, e.g., the Tennessee-Eastman process.6,7,23,24

Bhushan and Rengaswamy13,14 formulated a slightly different
sensor network design problem. In particular, they characterized
the observability problem with a bipartite matrix and the
corresponding mixed-integer linear programming (MILP) model.
The objective function of this model was either capital cost or
reliability. In addition, the edge gains in their SDGs were
allowed to be nonintegers for the purpose of producing more
informative semiquantitative solutions. Bagajewicz and
Sánchez25 and Bagajewicz and Fuxman16 adopted a similar
formulation to optimize reliability and/or gross-error robustness.
Finally, Kotecha et al.17 used a constrained programming (CP)
approach to place the sensors in order to minimize unobserv-
ability in the presence of uncertainties.

It should be noted that, since the SDG models are basically
static in nature, the existing fault identification techniques were
developed mostly on the basis of steady-state symptoms, e.g.,
Rengaswamy et al.20 In order to circumvent this drawback,
Maurya et al.26,27 has proposed a systematic framework to build
appropriate digraph models and to determine the initial and final
system responses to any given fault origin. Although their
approach is quite effective, it fails to address issues concerning
the precedence order (in time) between the fault propagation
effects implied by every input-output connection in the digraph
model. Thus, the SDG-based diagnosis methods and the
aforementioned sensor placement procedures may be further
improved by incorporating these additional insights. To this end,
a series of studies have already been carried out to construct
fuzzy inference systems according to a giVen set of online
sensors.28–30 In the present work, the concept of precedence
order is extended to design sensor networks so as to maximize
diagnostic resolution and also to ensure observability.

The rest of this paper is organized as follows. A brief review
of the qualitative simulation procedure is first presented in the
next section to facilitate illustration of the proposed sensor
placement strategy. In this study, a bipartite matrix is used to
record the diagnostic functions of all possible sensor pairs. Its
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construction procedure is described in section 3. The sensor
network design problems can then be formulated according to
this matrix as integer programs. The mathematical programming
models and their solution strategies are provided in section 4.
Three examples are given in section 5 to demonstrate the
feasibility of the proposed approach, and a short conclusion
follows in the final section.

2. Qualitative Prediction of Fault Propagation Behavior

By definition, an accident is an unplanned rarely occurring
event or a sequence of such events. Some of the catastrophic
accidents may not be experienced even in a long-existing plant.
Thus, in any realistic system, it is obviously infeasible to collect
and analyze the historical data of all possible scenarios. As a
result, there is a need to predict the fault propagation behaviors
with qualitative simulation techniques. Although this simulation

procedure can be found in the literature,28–31 a brief review is
still presented in the sequel to facilitate illustration of the
proposed sensor placement strategy.

Figure 1. (a) A tree-shaped SDG; (b) a negative feed forward loop (NFFL);
(c) a negative feedback loop (NFBL).

Figure 2. (a) FPP of the scenario resulting from D(+1) in Figure 1(a); (b)
FPP of the scenario resulting from D(+1) in Figure 1b.

Table 1. Steady-State Values of Loop Variables in the Control
NFBL Shown in Figure 1c

fault origin
X (controlled

variable)
Y (sensor
output)

Z (controller
output)

U (mainpulated
variable)

DX(+1) 0 0 -1 -1
DY(+1) -1 0 -1 -1
DZ(+1) 0 0 0 0
DU(+1) 0 0 -1 0

Table 2. Bipartite Matrix of the System in Figure 1c with Fault
Origins DX(+1) and DY(+1)

function {1,1} {2,2} {3,3} {4,4} {1,2} {1,3} {1,4} {2,3} {2,4} {3,4}

(1,1) 1 1 1 1 1 1 1 1 1 1
(2,2) 1 1 1 1 1 1 1 1 1 1
(1,2) 1 0 0 0 1 1 1 0 0 0

Table 3. A Fictitious Bipartite Matrix

function {1,1} {2,2} {3,3} {4,4} {1,2} {1,3} {1,4} {2,3} {2,4} {3,4}

(1,1) 0 1 0 1 1 0 1 1 1 1
(2,2) 1 0 0 0 1 1 1 1 1 0
(3,3) 0 0 1 0 0 1 0 1 1 1
(1,2) 0 0 1 0 0 1 0 1 0 1
(1,3) 1 1 1 0 1 1 1 1 1 1
(2,3) 0 0 0 0 0 0 1 0 0 0

Table 4. Current Matrix Obtained after One Iteration in the
Greedy Search Procedure

functions {1,1} {4,4} {1,2} {1,3} {1,4} {2,4} {3,4}

(2,3) 0 0 0 0 1 0 0

Figure 3. (a) Flow diagram of a single-tank storage system with feed-
forward level-control loop; (b) the SDG model of single-tank storage
system.
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2.1. Simulation Approach. The effects of a fault/failure in
a process system can be determined according to its SDG model.
The fault origins are usually associated with the primal nodes,
i.e., nodes with no inputs. A set of three values, i.e., {-1,0,+1},
may be assigned to each node to qualitatiVely represent deviation
levels from the normal value of corresponding variable. The
value 0 means that it is at the normal steady state. The negative
values are used to denote the lower-than-normal states and the
positive ones signify the opposite. Notice that the causal relation
between the deviations in two variables can be characterized
with a directed arc and the corresponding gain. Again, each
gain may assume one of the aforementioned qualitative values,
i.e., 0 and (1.

If a system can be modeled by tree-shaped SDG, the deviation
values of all variables affected by a given fault origin can always
be evaluated. In particular, the output value of any arc can be
computed with the gain and its input value according to the
following formula

Vout ) g ×Vin (1)

where g, Vin, and Vout denote respectively the gain, input, and
output values. However, notice that the time at which each
deviation occurs is really indeterminable. Without the reference
of time in the SDG-based simulation results, it can nonetheless
be safely assumed that the change in an input Variable should
always occur earlier than those in its outputs. This is the basic

Figure 4. Flow diagram of a CSTR reactor with pressure, level, and temperature control loops.

Figure 5. SDG model of the CSTR reactor system.
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assumption adopted in the present study to interpret the
simulation results.

2.2. Fault Propagation Paths. Due to the unique information
structure generated with the above approach, a special repre-
sentation has been designed to characterize the predicted fault
propagation behaviors. This representation is referred to as the
fault propagation path (FPP). Let us first consider the simple
tree-shaped SDG given in Figure 1a. The fault propagation path
associated with a positive disturbance D(+1) is presented in

Figure 2a. Notice that the path structure is identical to the
corresponding SDG in Figure 1a. Each node here represents a
previously nonexistent fault effect. Every effect is specified with
a qualitative value +1 or -1, which can be computed according
to eq 1. The precedence order of two different effects is specified
by connecting them with the “precedes” symbol, i.e., the effect
on its left should occur earlier than that on the right. The
sequence of conditions on the same branch in a FPP should be
interpreted as the order of occurrence (in time) of different
effects resulting from the given fault origin. However, the order
of two distinct events located on two separate branches should
be considered as indeterminable.

Other than the tree-shaped structure, various feed forward
loops (FFLs) and feedback loops (FBLs) can often be identified
in realistic digraph models.30 These loops may cause problems
in performing simulation. Additional modifications have thus
been introduced into the FPP representations. These changes
are summarized below:

Feed forward loops: For illustration purpose, let us consider
the fictitious SDG in Figure 1b as an example. The feed forward
loop in this case contains two paths, i.e., (1) X f Y f Z, and
(2) Xf Uf Vf Z. Notice that the products of the edge gains
along these two paths can be found to be -1 and +1,
respectively. Consequently, this FFL is also referred to as a
negatiVe feed forward loop (NFFL). It is assumed that the effects
of fault origin D(+1) propagate along separate paths indepen-
dently. In this case, the FPP corresponding to a positive
disturbance in D also takes the form of a tree, i.e., Figure 2b.
The symbols Z(1)(-1) and Z(2)(+1) are used here to denote the
changes in variable Z caused by disturbances propagating along
paths (1) and (2), respectively. Since they represent two separate
effects on the same variable, a computation procedure is needed
to evaluate their net effects at various instances. This reconcili-
ation method is presented elsewhere.30

Feedback loops: Let us consider the feedback loop in Figure
1c as an example. Since the product of all edge gains on this
loop is negative, it is referred to as a negatiVe feedback loop
(NFBL) in this paper. It is in general very difficult to accurately
simulate the dynamic behavior of a NFBL on the basis of SDG
model alone. To illustrate this point, let us consider the effects
of disturbance DX(+1) on the example system. Obviously, the
incipient responses can be determined according to eq 1, i.e.,

Table 5. Candidate Measurements in Example 2

no. possible measurements

1 VL
2 F3

3 F2

4 F
5 V
6 VS
7 VC
8 CA
9 rA

10 T
11 Tc

12 F4

13 Fc
14 VT
15 TC
16 TS
17 n
18 P
19 PS
20 PC
21 VP
22 FVg

Table 6. Fault Origins in Example 2

no. possible fault origins

1 CAi(+1)
2 CAi(-1)
3 Ti(+1)
4 Ti(-1)
5 Fi(+1)
6 Fi(-1)
7 Tci(+1)
8 Tci(-1)
9 Cd(-1)

10 U(-1)

Table 7. Candidate Measurements in Example 3

no.
possible

measurements
no.

possible
measurements

no.
possible

measurements

1 Pr 22 yA,8 43 xG,11

2 Ps 23 yB,8 44 xH,11

3 Pm 24 yC,8 45 xD,r

4 F6 25 yD,8 46 xE,r

5 yA,6 26 yE,8 47 xF,r

6 yB,6 27 yF,8 48 xG,r

7 yC,6 28 yG,8 49 xH,r

8 yD,6 29 yH,8 50 VL,r
s

9 yE,6 30 yA,9 51 CL,r

10 yF,6 31 yB,9 52 CVLr

11 yG,6 32 yC,9 53 VL,s
s

12 yH,6 33 yD,9 54 CL,s

13 F7 34 yE,9 55 CVLs

14 yA,7 35 yF,9 56 VL,p
s

15 yB,7 36 yG,9 57 CL,p

16 yC,7 37 yH,9 58 CVLp

17 yD,7 38 xD,10 59 F10

18 yE,7 39 xE,10 60 F11

19 yF,7 40 xF,10 61 Ts

20 yG,7 41 xG,10

21 yH,7 42 xH,10

Table 8. Fault Origins in Example 3

no.
possible

fault origins
description

1 F2(+1) a positive disturbance in the flow rate of stream 2
2 F4(+1) a positive disturbance in the flow rate of stream 4
3 F8(+1) a positive disturbance in the flow rate of stream 8
4 F9(+1) a positive disturbance in the flow rate of stream 9
5 Cd(-1) catalyst deactivation
6 F2(-1) a negative disturbance in the flow rate of stream 2
7 F4(-1) a negative disturbance in the flow rate of stream 4
8 F8(-1) a negative disturbance in the flow rate of stream 8
9 F9(-1) a negative disturbance in the flow rate of stream 9

Table 9. Observable Event Pairs in Example 3

fault (Pr,F6) (F6,Pr) (Pr,Pr) (F6,F6)

1 F2(+1) (+,+) (+,() (+,()
2 F4(+1) (+,+) (+,() (+,()
3 F8(+1) (-,+) (+,() (-,()
4 F9(+1) (-,+) (+,() (-,()
5 Cd(-1) (+,-) (-,+) (-,() (+,()
6 F2(-1) (-,-) (-,() (-,()
7 F4(-1) (-,-) (-,() (-,()
8 F8(-1) (+,-) (-,() (+,()
9 F9(-1) (+,-) (-,() (+,()
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However, since the net effect of two simultaneous inputs, i.e.,
DX(+1) and U(-1), on variable X is uncertain afterward, the
event sequence following this initial FPP is really indeterminable
without further quantitative and/or qualitative knowledge of the
physical system in question. Thus, the complete fault propaga-
tion process in a NFBL is often described on a case-by-case
basis.30 However, if the NFBL in Figure 1c is a control loop,
then the final steady-state values of the loop variables can be
assigned according to the general guidelines suggested by Ju et
al.32 Table 1 is a listing of the final states of control NFBLs in
various scenarios. Thus, the FPP corresponding to DX(+1) in
this situation can be expressed as

It can be observed that the final states of all loop variables
in this FPP are lumped into a single ending node in a square
bracket and their precedence order is left unspecified. This is
due to the difficulties in verifying the occurrence order of these
eventual symptoms in real time.

2.3. Event Strings. The use of FPP representation essentially
implies that the number of occurred events is assumed in this
study to be increased one at a time in a fault propagation
scenario. To be specific, let us again consider the digraph in
Figure 1a. The precedence order of newly occurred events in
this simple system can be determined by inspection. If fact, there
are six possible sequences, i.e.,

These sequences will be referred to as the eVent strings in
this paper and, for convenience, the precedence symbols will
all be dropped later. It should be noted that these strings can be
encoded into IF-THEN rules in a two-layer fuzzy inference
system to enhance the diagnostic performance. The detailed
implementation procedure can be found in Chang et al.,31 Chang
and Chang,28 and Chen and Chang.29,30

3. Diagnostic Functions of Sensor Pairs

3.1. Ordered Event Pairs. In order to identify a specific
fault origin, it is clearly necessary to confirm at least one of the
effects listed in the corresponding event strings with online
sensors. For example, the candidate measurements for detecting
any fault origin in Figure 1c should be those for monitoring
the loop variables, i.e., X, Y, Z, and U. However, if the sensors
are placed independently according to this criterion alone, the
resulting system may not be capable of capturing all the key
features of event strings. To fix idea, let us consider a positiVe
feedback loop (PFBL) represented by the structure given in
Figure 1c, i.e., the gain between Y and Z is changed from -1
to +1 in this case. If only two of the loop variables are allowed
to be measured online, then selection of the sensor set {X,Y}
(or {Z,U}) will fail to distinguish the origins DX(+1) and
DZ(+1). On the other hand, any of the remaining combinations,
i.e., {X,Z}, {X,U}, {Y,Z}, and {Y,U}, can be adopted to produce

the correct diagnosis. This is due to the fact that the precedence
orders of the measured effects in these scenarios are different
for the two fault origins under consideration.

Notice that an event string can be uniquely described with
all possible ordered pairs of its elements. As an example, let us
consider eq 3. A list of the ordered event pairs in this string
can easily enumerated, i.e.,

X(+1)U(+1), X(+1)V(+1), X(+1)Y(+1), X(+1)Z(-1),
U(+1)V(+1), U(+1)Y(+1), U(+1)Z(-1), V(+1)Y(+1),

V(+1)Z(-1), Y(+1)Z(-1)(9)

Since the event strings (3)-(8) are derived from the same
FPP, their ordered event pairs should all be considered as
possible symptoms of the same fault origin. Thus, other than
the ordered pairs in eq 9, additional ones can be identified
from strings (4)-(8), i.e.,

Y(+1)V(+1), Z(-1)V(+1), Y(+1)U(+1), Z(-1)U(+1)
(10)

As mentioned before, the incipient and eventual effects of a
particular fault origin on the process variables in a system with
NFBLs and/or NFFLs may not be the same. They are usually
the ones associated with either the nodes on a feedback loop
(and their outputs) or with the ending node of a feed forward
loop (and its outputs). Thus, it is logical to consider the ordered
event pairs associated with the same variable as fault symptoms
also. For example, let us assume that the net effect of Z(1)(-1)
and Z(2)(+1) in Figure 1b can be determined to be Z(-1).
Consequently, these pairs can be written as

X(+1)X(+1), Y(+1)Y(+1), Z(-1)Z(-1), Z(+1)Z(-1),
U(+1)U(+1), V(+1)V(+1)(11)

As another example, let us assume that the NFBL structure
in the Figure 1c can be adopted to model a process control
system. In response to disturbance DX(+1), the controlled
variable X should initially deviate from its normal state in
the positive direction and then return to the set point within
a finite time period. Thus, the single-variable dual-valued
event pair X(+1)X(0) can be regarded as a possible fault
signature. Finally, in any system that can be modeled with a
treelike digraph, it can be determined with the proposed
qualitative simulation procedure that the initial and final
deviations of a fault-affected variable are the same. In this
work, this potential symptom is written as a single-variable
single-valued event pair, e.g., these pairs for the scenario
presented in Figure 1a are given below:

X(+1)X(+1), Y(+1)Y(+1), Z(-1)Z(-1), U(+1)U(+1),
V(+1)V(+1)(12)

Since the string number grows exponentially with the node
number in the FPP, enumeration of the ordered pairs may
become intractable in large systems. A graph-theoretic
computer algorithm has thus been developed to perform this
operation efficiently. The computation procedure is sum-
marized in Appendix A.

3.2. Symptom Sets, Sensor Sets, and Function Sets. In this
work, the online sensors are chosen on the basis of the ordered
pairs identified from FPP. Let us first construct a symptom set
Ai in which all possible symptoms implied by the event strings
of fault origin i are collected. Specifically

Ai )Ai
(1)∪ Ai

(2) (13)

where Ai
(1) and Ai

(2) denote respectively the one- and two-
variable symptom sets of fault origin i. For example, the
symptoms in set Ai

(1) for the scenarios described by strings
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(3)-(8) should be those given in (12), while those in Ai
(2) are

listed in (9) and (10). Similarly, this symptom set for the scenario
described in Figure 1b is given below:

{ X(+1)X(+1), Y(+1)Y(+1), Z((1)Z(-1), U(+1)U(+1),
V(+1)V(+1), X(+1)V(+1), X(+1)Y(+1), X(+1)Z((1),
X(+1)U(+1), Y(+1)Z((1), Y(+1)U(+1), Y(+1)V(+1),
Z(-1)U(+1), Z(-1)V(+1), Z(+1)Y(+1), U(+1)Z((1),
U(+1)V(+1), U(+1)Y(+1), V(+1)Y(+1), V(+1)Z((1)

} (14)

and, for disturbance DX(+1) in Figure 1(c), set Ai is

{ X(+1)X(0), Y(+1)Y(0), Z(-1)Z(-1), U(-1)U(-1),
X(+1)Y(+1), X(+1)Z(-1), X(+1)U(-1), Y(+1)Z(-1),

Y(+1)U(-1), Z(-1)U(-1)
} (15)

Confirmation of the event(s) in Ai is clearly needed to
ensure obserVability. On the other hand, the resolution issues
are addressed in this study with additional symptom sets. In
particular

Bij )Ai ∪ Aj -Ai∩Aj (16)

where i * j. If the set Bij is nonempty, it is clear that appropriate
sensors can be selected to observe the effects of either fault i
or fault j (but not both).

Let us consider disturbances DX(+1) (fault origin 1) and
DY(+1) (fault origin 2) in Figure 1c as an example to illustrate
the above ideas. Notice that the symptom set of the first origin,
i.e., A1, is given in (15) and

A2 ) { X(+1)X(-1), Y(+1)Y(0), Z(-1)Z(-1), U(-1)U(-1),
Y(+1)Z(-1), Y(+1)U(-1), Y(+1)X(-1), Z(-1)U(-1),

Z(-1)X(-1), U(-1)X(-1)
} (17)

Consequently, B12 can be obtained according to equation
(16), i.e.

B12 ) { X(+1)X(0), X(-1)X(-1), X(+1)Y(+1), X(+1)Z(-1),
X(+1)U(-1), Y(+1)X(-1), Z(-1)X(-1), U(-1)X(-1) } (18)

Let us next define a set operation O(•) to be that of dropping
the qualitatiVe Value of eVery eVent in a symptom set and then
replacing the resulting symbols with numerical labels. The
symptom sets Ai and Bij can be converted to the corresponding
sensor sets Ai

S and Bij
S with this operation. Specifically, Ai

S )
O(Ai) and Bij

S ) O(Bij) - O(Ai ∩ Aj). Notice that additional
sensor pairs are excluded from the set Bij

S, i.e., those in O(Ai

∩ Aj). This is due to the fact that the sensor pairs required to
monitor the ordered event pairs in Ai ∩ Aj may also appear in
O(Bij). Thus, in order to clearly distinguish the two fault origins
in question, these repeated sensors pairs must be removed. For
the example mentioned above, one can obtain

A1
S ) { {1, 1} {2, 2} {3, 3} {4, 4} {1, 2}

{1, 3} {1, 4} {2, 3} {2, 4} {3, 4} } (19)

A2
S ) { {1, 1} {2, 2} {3, 3} {4, 4} {2, 3}

{2, 4} {2, 1} {3, 4} {3, 1} {4, 1} } (20)

B12
S ) {{1, 1} {1, 2}{1, 3} {1, 4} } (21)

where X, Y, Z, and U are labeled with 1, 2, 3, and 4, respectively.
Notice that all sensor pairs are unordered.

Finally, a function set Cmn can be defined for every possible
sensor pair {m,n}. Specifically, the elements in this set represent
the diagnostic functions that can be performed by measuring
variables m and n. For example, the function sets of the sensor
pairs {1,2}, {1,1} and {2,2} can be extracted from eqs 19–21:

C12 )C21 ) {(1, 1), (2, 2), (1, 2)} (22)

C11 ) {(1, 1), (2, 2), (1, 2)} (23)

C22 ) {(1, 1), (2, 2)} (24)

where the elements with repeating indices are used to denote
the observable fault origins and those with distinct indices
represent the distinguishable origin pairs.

3.3. Bipartite Matrix. For computational convenience, a
bipartite matrix13,14,33 is constructed in this work to characterize
the mapping between sensor pairs and diagnostic functions
according to the sensor sets Ai

Ss and Bij
Ss (or the function sets

Cmns). The columns of this matrix (say D) are associated with
candidate sensor pairs and the rows are corresponding to the
diagnostic functions. In particular

D) (dlk)(F+FF)×(S+SS) (25)

and

dlk ) { 1
if sensor pair k is capable of performing

diagnostic function l
0 otherwise

where S represents the total number of measurable variables;

SS) (S
2 )

is the number of all possible sensor pairs; F denotes the total
number of fault origins;

FF) (F
2 )

is the number of all possible origin pairs. For example, the
bipartite matrix in Table 2 can be constructed on the basis of
the sensor sets in eqs 19–21 or the corresponding function sets.
It should also be noted that the columns in this bipartite matrix
are arranged in a specific order according to the following rules:

(1) The first S columns are associated with the elements
in the function sets Ck1k1s, where k1 ) 1,2,..., S. Each column
number is the same as the sensor label k1 of the corresponding
set.

(2) The remaining SS columns are associated with the function
sets Ck′1k″1s, where k′1 < k′′ 1 and k′1, k′′ 1 ) 1,2,..., S. Every
column number k2 can be related to the sensor labels of the
corresponding function set, i.e., k′1 and k′′ 1, according to the
following equation

k2 ) k′′
1 + k′

1S-
k′

1(k
′
1 + 1)

2
(26)

where S + 1 e k2 e SS.

4. Optimal Sensor Placement Problem

4.1. Problem Formulation. The sensor selection problem
can be formulated as two alternative linear integer programs.
Let us use a binary vector to reflect all possible sensor pair
selections. Specifically

x) [x(1)

x(2) ] (27)

where x(1) ) [x1,x2,..., xS]T and x(2) ) [xS+1,xS+2,..., xSS]T. Notice
that the former vector represents the selections corresponding
to the first S columns of the bipartite matrix, while the latter
denotes the decisions concerning the remaining sensor pairs. A
second binary vector y is also introduced in these programs to
denote the distinguishable origin pairs, i.e.,
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y) [y(1)

y(2) ] (28)

where y(1) ) [y1,y2,..., yF]T and y(2) ) [yF+1,yF+2,..., yFF]T.
The first integer program (IP1) can thus be written as

min
x,y

∑
K1)1

S

xk1
(29)

subject to

∑
k)1

S+SS

dlkxkg yl (30)

where l ) 1, 2,..., F + FF. Since the observability of every
fault origin is considered to be an essential requirement of the
fault diagnosis system in this study, the following equality

constraint is included in the integer program:

∑
l1)1

F

yl1
)F (31)

Notice this is the same as y1 ) y2 ) · · · ) yF ) 1. On the other
hand, various inequality constraints can be imposed on the
remaining binary variables in y(2) to address the resolution issues
on a case-by-case basis. For example, a lower resolution limit
can be enforced with

∑
l2)F+1

FF

yl2
g Ly (32)

where Ly is a user-specified number. In addition, the following
logic constraints must be imposed to ensure consistency among

Figure 6. Flow diagram of Tennessee-Eastman process.
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sensor selections:

(1- xk′
1
)+ (1- xk′′

1
)+ xk2

g 1 (33)

(1- xk2
)+ xk′

1
g 1 (34)

(1- xk2
)+ xk′′

1
g 1 (35)

where 1 e k′1,k′′ 1 e S, S + 1 e k2 e SS and the constraint in
eq 26 should also be included in the mathematical programming
model.

Notice that a second integer program (IP2) can be constructed
by adopting an alternative objective function, i.e.

max
x,y

∑
l)F+1

FF

yl (36)

and by replacing the constraint in (32) by

∑
k)1

S

xkeUx (37)

where Ux is another user-specified number.
4.2. Solution Procedures. In essence, the objective of IP1

is to select a minimal subset from the set of all possible sensor
pairs in order to perform the required diagnostic functions. This
set-covering problem is solved in this study with a modified
version of the so-called “greedy” algorithm.34 The detailed
solution procedure is given below:

• Step 0: Produce a working copy of the bipartite matrix,
which is referred to as the current matrix in this procedure.

• Step 1: Select a column from the current matrix with the
maximum number of 1’s, i.e., the corresponding sensor pair
covers the largest number of diagnostic functions. If there are
multiple choices, then one of the single-sensor pairs should be
considered first.

• Step 2: Construct a function record for the selected sensor
pair based upon the original bipartite matrix.

• Step 3: If one or more diagnostic functions in the present
record can also be found in a previously constructed function
record, then remove these functions from the latter.

• Step 4: From the current matrix, remove the selected column
and also the rows with nonzero entries in this column. Additional
columns and rows should then be eliminated to satisfy the logic
constraints (33)-(35). Specifically,

(i) if the present selection is associated with one of the first
S columns in the original bipartite matrix, identify the redundant
sensor pairs among those represented by the remaining columns
according to eq 26 and delete the corresponding columns and
rows in the current matrix;

(ii) if the present selection is associated with one of the last
(SS-S) columns in the original bipartite matrix, identify the
redundant sensor pairs among those represented by the remain-
ing columns according to eq 26 and delete the corresponding
columns and rows in the current matrix.

• Step 5: If the current matrix is not empty, go to step 1.
Otherwise, the next two steps should be executed.

• Step 6: Check the resulting function records of all selected
sensor pairs. If any record is empty, then the corresponding
selection should be excluded.

• Step 7: If all diagnostic functions in the final record of a
selected two-sensor pair can be covered with only one of the
two sensors in this pair, then the corresponding single-sensor
pair should be adopted to replace this selection.

The above procedure can be either carried out by hand for
small systems or with a computer program for larger ones. For
illustration purpose, let us consider the fictitious bipartite matrix

in the Table 3. The detailed solution steps for this problem are
outlined below:

• Step 0: Generate a working copy of Table 3 and use it as
the current matrix.

• Step 1: According to the current matrix, the sensor pair
{2,3} should be selected first since it covers the maximum
number of diagnostic functions.

• Step 2: The corresponding function record [(1,1), (2,2), (3,3),
(1,2), (1,3)] is extracted from the original bipartite matrix and
stored temporarily.

• Step 3: Since there are no previous records, this step is
ignored.

• Step 4: The column corresponding to {2,3} and the rows
with nonzero entries in this column are deleted from the current
matrix. In addition, the columns associated with {2,2} and {3,3}
should be eliminated and the rows with nonzero entries in these
columns should be removed too. The resulting current matrix
is given in Table 4.

• Step 5: Since the current matrix is not empty, step 1 should
be carried out next.

• Step 1: From the current matrix in Table 4, it is clear that
the next selection should be the sensor pair {1,4}.

• Step 2: The corresponding function record extracted from
Table 3 is [(1,1), (2,2), (1,3), (2,3)].

• Step 3: The previously constructed record [(1,1), (2,2), (3,3),
(1,2), (1,3)] should be reduced to [(3,3), (1,2)], since (1,1), (2,2),
and (1,3) are the common functions of the two existing function
records.

• Step 4: By dropping the corresponding column and row,
the current matrix becomes empty.

• Step 5: Step 6 should be followed next since the current
matrix is empty.

• Step 6: Since none of the selected records are empty, skip
this step.

• Step 7: From the original bipartite matrix, it can be observed
that the sensor pair {3,3} can also be used for the functions
(3,3) and (1,2). Thus, the pair {2,3} should be replaced with
{3,3}. On the other hand, it can be found that the pair {1,4} is
irreplaceable. After checking all selected two-sensor pairs, the
procedure can be terminated. The final selections should be
sensors 1, 3, and 4.

It should be noted that eqs 26–35 can certainly be solved
with the standard algorithms provided by commercial software,
e.g., GAMS. The optimal solution of IP1 for Ly ) 3 was found
to be

x) [1 0 1 1 0 1 1 0 0 1 ]T

and

y) [1 1 1 1 1 1 ]T

Specifically, the measured variables selected in this case are
X, Z, and U, which are exactly the same as those obtained
with the greedy algorithm. Finally, let us consider the integer
program IP2 and assume that Ux in eq 37 is 3. It was found
that the same optimization results can be generated. However,
if the value of Ux is reduced to 2, the optimal solution
becomes

x) [1 0 1 0 0 1 0 0 0 0 ]T

and

y) [1 1 1 1 1 0 ]T

In other words, only the sensors for X and Z are selected
and fault origins 2 and 3 are indistinguishable.
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Generally speaking, the aforementioned two solution
approaches can both be used to determine the optimal sensor
locations with approximately the same computation time.
However, the greedy search procedure can be applied by hand
and, thus, should be more appropriate for small-system
applications since engineering judgment can be judiciously
exercised when multiple solutions are present.

5. Case Studies

Three examples are presented in the sequel to demonstrate
the feasibility of the proposed solution methods. It is assumed
in these examples that the probabilities of two or more coexisting
failures are negligibly low. Thus, it is only necessary to consider
the single-fault scenarios.

5.1. A Single-Tank Storage System with Feed-Forward
Level-Control Loop. Let us first consider the level-control
system presented in Figure 3a and the corresponding SDG model
in Figure 3b. The definitions of model variables are listed in
Appendix B. In this system, a feed-forward control strategy
is used to maintain the liquid level at a desired height by
adjusting the input flow according to online measurement of
the flow rate at outlet. It should be noted that, although such
a control scheme may not be realistic, the present example
is adopted mainly to demonstrate the usefulness of proposed
sensor placement strategy and also the potential benefits of
incorporating the precedence orders embedded in event
strings into the inference system. Specifically, it is assume
in this example that the measurement signals s5, s6, s7, and
s8 can be selected for fault diagnosis purpose. For simplicity,
let us consider two fault propagation scenarios only. A partial
malfunction in the control valve CV-01 is introduced in the
first case to cause an increase in the inlet flow rate in line 1,
i.e., m1(+1), while the initially closed hand valve V-03 on
line 3 is accidentally opened in the second case to produce
an additional input flow, i.e., m3(+1). The resulting event
strings can therefore be predicted with the proposed qualita-
tive simulation techniques, i.e.

• Origin 1:

s8(+1)s5(+1)s7(+1)s6(+1)[s5(+1), s6(+1), s7(+1), s8(+1)]f

• Origin 2:

s5(+1)s7(+1)s6(+1)s8(+1)[s5(+1), s6(+1), s7(+1), s8(+1)]f

By constructing the corresponding bipartite matrix and
solving the optimal sensor location problem by hand, it was
found that the selected sensor set is {s5, s8}. Notice that the
same selections can also be obtained by applying the
available techniques, e.g., see Bhushan and Rengaswamy.12

However, it should be pointed out that the aforementioned
fault origins cannot be differentiated with these methods by
considering only the final symptoms. It is therefore necessary
to enhance the diagnostic resolution by introducing additional
diagnostic rules that take advantage of the different prece-
dence orders of the two observable events, i.e., s5(+1) and
s8(+1), in the two scenarios studied here. The effectiveness

of the proposed strategy has been verified in extensive
numerical simulation studies. The diagnosis results are
presented elsewhere.29

5.2. A CSTR Reactor with Temperature, Pressure
and Level Control Loops. The second example is concerned
with an exothermic CSTR reactor with its temperature,
pressure, and level control loops (see Figure 4). The
corresponding SDG model is shown in Figure 5 and its model
variables are defined in Appendix C. For comparison purpose,
the candidate measurements (see Table 5) and the fault origins
(see Table 6) considered in this example are essentially the
same as those adopted in Bhushan and Rengaswamy.12 By
assuming perfect control, i.e., each NFBL is capable of
bringing the controlled variable back to the normal set-point
value, the measurement variables CA, Tc, and VL can be
chosen with the proposed greedy algorithm. It should be noted
that, with these selections, only one pair of fault origins
cannot be distinguished, i.e., Ti(+1) and U(-1). On the other
hand, an alternative sensor set {F, Tc, VT} can also be
obtained by solving IP1 to achieve the same degree of
resolution.

Notice that the above results are superior to those obtained
with the traditional approach. Without considering the sensor
pairs, the selected measurements should be CAi, Ti, Tci, and
Fi, but the corresponding unresolved origin pair is still the
same, i.e., {Ti(+1), U(-1)}. In other words, an extra sensor
is used in this situation to achieve the same level of
resolution.

5.3. The TE Process. The final example discussed in this
paper is the well-known TE process (see Figure 6). A list of
definitions of the process variables and a detailed description
of the corresponding SDG model are provided in Appendix
D. The candidate measurements adopted for this system are
presented in Table 7. Although a total of 15 fault origins
were reported in the literature,24 only a subset of them (see
Table 8) are considered here mainly for the sake of illustration
and computation convenience. With the perfect control
assumption, the measurements selected with the proposed
greedy algorithm are Pr and F6. Among the 36, i.e. C(9,2)
different origin pairs, 6 of them cannot be distinguished with
these selections. The unresolved origin pairs are
(F2(+1),F4(+1)), (Cd(-1), F9(-1)), (F8(+1), F9(+1)),
(Cd(-1), F8(-1)), (F2(-1), F4(-1)), and (F8(-1), F9(-1)).
Notice that the observable event pairs of every fault origin
in this case are presented in Table 9 for the purpose of
providing a clear interpretation of the rationale behind the
proposed sensor placement scheme. Finally, it can be found
that the solution of IP1 yields two alternative sensor selec-
tions, i.e., Pm and yC,6, with the same resolution level.

6. Conclusion

The evolution sequences of fault propagation effects
can be qualitatively characterized and incorporated in the
SDG-based diagnosis methods to enhance resolution of the
conventional approach. To facilitate online implementation
of this idea, a systematic method is proposed in the present
study to design the sensor networks on the basis of the event
strings caused by every fault origin. This design problem is
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formulated as integer programs to achieve a maximum level
of resolution and, at the same time, to ensure diagnostic
observability. Two alternative strategies are developed for
producing the optimal solutions. The feasibility of the
proposed sensor placement strategy is clearly demonstrated
in case studies provided in this paper.

Appendix A. An Enumeration Procedure for Identifying
All Ordered Event Pairs in a Given FPP

The proposed enumeration procedure is developed on the
basis of the standard depth-first search (DFS) algorithm.34 A
brief summary is given below:

• Step 1: Label the successors of each node in FPP with
increasing positive integers (starting with 1).

• Step 2: Perform a depth-first search from the node
representing fault origin. At each explored node, the next
visit is selected according to the labels assigned in step 1.
The final result is a DFS sequence, i.e., a list of nodes
arranged sequentially in the order of visits during the search
process.

• Step 3: Enumerate all possible ordered pairs in the DFS
sequence and denote the collection of these pairs as set S0. Let
k ) 0.

• Step 4: Identify an unmarked node with more than one
successor. If none can be found, generate the set of all ordered
event pairs S ) ∪i)0

k Si and terminate the procedure.
• Step 5: Let k ) k + 1. Mark the node identified in step 4

and identify their positions in the DFS sequence. These positions
are labeled according to the order of visits in the DFS search
(say, i0, i1, i2,..., iNk and i0 < i1 < i2 <... < iNk).

• Step 6: Collect all elements between position in-1 and in-1

in the DFS sequence into set Xn-1 for n ) 1, 2,..., Nk.
• Step 7: Find the Cartesian product of XNk-j (j ) 0, 2,..., Nk

- 1) and each of its preceding sets, i.e., XNk-j-1, XNk-j-2,..., and
X0. Let the unions of these product sets be Sk. Return to Step
4.

To illustrate the above procedure, let us consider the FPP in
Figure A1 with fault origin O(+1). The detailed implementation
steps of the enumeration procedure are

• Step 1: Labels are given in Figure A1.
• Step 2: A DFS results in the sequence {O,A,B,C,D,E,

F,G,H}.
• Step 3: S0 ) {{A,B}, {A,C}, {A,D}, {A,E}, {A,F}, {A,G},

{A,H}, {B,C}, {B,D}, {B,E}, {B,F}, {B,G}, {B,H}, {C,D},
{C,E}, {C,F}, {C,G}, {C,H}, {D,E}, {D,F}, {D,G}, {D,H},
{E,F}, {E,G}, {E,H}, {F,G}, {F,H}, {G,H} }.

• Step 4: A is found.
• Step 5: k ) 1. Successors of A are B, F, and H.
• Step 6: According to the DFS sequence in step 2, one can

find X0 ) {B,C,D,E}, X1 ) {F,G} and X2 ) {H}.
• Step 7: Cartesian product of X2 and X1 is P2,1 ) {{H,F},

{H,G}}; Cartesian product of X2 and X0 is P2,0 ) {{H,B},
{H,C}, {H,D}, {H,E}}; Cartesian product of X1 and X0 is P1,0

) { {F,B}, {F,C}, {F,D}, {F,E}, {G,B}, {G,C}, {G,D},
{G,E}}. Therefore, S1 ) P2,1 ∪ P2,0 ∪ P1,0.

• Step 4: B is found.
• Step 5: k ) 2. Successors of B are C and E.
• Step 6: According to the DFS sequence in step 2, one can

find X0 ) {B,C,D} and X1 ) {E}.
• Step 7: Cartesian product of X1 and X0 is P1,0 )

{{E,B},{E,C},{E,D}}. Thus, S2 ) P1,0.
• Step 4: S ) S0 ∪ S1 ∪ S2. The procedure is terminated.

Appendix B. Definition of Process Variables in the Single-
Tank Storage System with Feed-Forward Level-Control
Loop

Appendix C. Definitions of Process Variables in the
CSTR Reactor System with Temperature, Pressure, and
Level Control Loops

Figure A1. The fictitious SDG model.

Table B1. Definitions of SDG Nodes in Example 1

parameter definition

m1 input flow rate
m2 output flow rate
m3 disturbance flow rate
h liquid level
s5 liquid level measurement
s6 output flow rate measurement
s7 controller output
s8 input flow rate measurement

Table C1. Definitions of SDG Nodes in Example 2

parameter definition

VL input value of valve in level controller
F3 flow rate of valve in level controller
F2 outlet flow rate of pump
F outlet flow rate of reactor
V reactor volume
VS level sensor
VC level controller output
CA reactant concentration in reactor
rA reaction rate
T reactor temp
Tc jacket temp
F4 coolant flow rate sensor
Fc coolant flow rate
VT input value of valve in temp controller
TC temp controller output
TS temp. sensor
n no. of moles of vapor
P pressure in the vapor space
PS pressure sensor
PC pressure controller output
VP input value of valve in pressure controller
FVg vent flow rate
U overall heat transfer coefficient
Tci inlet coolant temp
CAi inlet reactant concentrate
Fi inlet feed flow rate
VL input value of valve in level controller
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Appendix D. SDG Model of TE Process

Table D1. Definitions of SDG Nodes in Example 3

1 Tcr 28 NCm 55 yD,7 82 xH,11 109 rhoH 136 yF,5
2 Cd 29 NDm 56 yE,7 83 R1 110 PA,s 137 yG,5
3 F1 30 NEm 57 yF,7 84 R2 111 PB,s 138 yH,5
4 F2 31 NFm 58 yG,7 85 R3 112 PC,s 139 M7
5 F3 32 NGm 59 yH,7 86 PA,r 113 PD,s 140 FA,5
6 F4 33 NHm 60 yA,8 87 PB,r 114 PE,s 141 FB,5
7 F8 34 NGp 61 yB,8 88 PC,r 115 PF,s 142 FC,5
8 F9 35 NHp 62 yC,8 89 PD,r 116 PG,s 143 FD,5
9 Tr 36 Pr 63 yD,8 90 PE,r 117 PH,s 144 FE,5

10 NAr 37 VL,r 64 yE,8 91 PF,r 118 VV,s 145 FF,5
11 NBr 38 Ps 65 yF,8 92 PG,r 119 PD,s

sat 146 FG,5
12 NCr 39 VL,s 66 yG,8 93 PH,r 120 PE,s

sat 147 FH,5
13 NDr 40 VL,p 67 yH,8 94 VV,r 121 PF,s

sat 148 VL,r
s

14 NEr 41 Pm 68 yA,9 95 xD,r 122 PG,s
sat 149 CL,r

15 NFr 42 F6 69 yB,9 96 xE,r 123 PH,s
sat 150 CVL,r

16 NGr 43 yA,6 70 yC,9 97 xF,r 124 Vm 151 VL,s
s

17 NHr 44 yB,6 71 yD,9 98 xG,r 125 Tm 152 CL,s
18 NAs 45 yC,6 72 yE,9 99 xH,r 126 M6 153 CVL,s
19 NBs 46 yD,6 73 yF,9 100 PD,r

sat 127 zA,4 154 VL,p
s

20 NCs 47 yE,6 74 yG,9 101 PE,r
sat 128 zB,4 155 CL,p

21 NDs 48 yF,6 75 yH,9 102 PF,r
sat 129 zC,4 156 CVL,p

22 NEs 49 yG,6 76 xD,10 103 PG,r
sat 130 F5 157 F10

23 NFs 50 yH,6 77 xE,10 104 PH,r
sat 131 yA,5 158 F11

24 NGs 51 F7 78 xF,10 105 rhoD 132 yB,5 159 Ts
25 NHs 52 yA,7 79 xG,10 106 rhoE 133 yC,5 160
26 NAm 53 yB,7 80 xH,10 107 rhoF 134 yD,5 161
27 NBm 54 yC,7 81 xG,11 108 rhoG 135 yE,5 162
28 NCm 55 yD,7 82 xH,11 109 rhoH 136 yF,5 163

Table D2. Positive Edges in SDG Model of TE Processa

(42,10) (43,10) (42,11) (44,11) (42,12) (45,12) (42,13) (46,13) (42,14) (47,14) (42,15) (48,15)
(85,15) (42,16) (49,16) (83,16) (42,17) (50,17) (84,17) (7,18) (8,18) (51,18) (52,18) (7,19)
(8,19) (51,19) (53,19) (7,20) (8,20) (51,20) (54,20) (7,21) (8,21) (51,21) (55,21) (7,22)
(8,22) (51,22) (56,22) (7,23) (8,23) (51,23) (57,23) (7,24) (8,24) (51,24) (58,24) (7,25)
(8,25) (51,25) (59,25) (3,26) (7,26) (60,26) (140,26) (7,27) (61,27) (141,27) (7,28) (62,28)
(142,28) (4,29) (7,29) (63,29) (143,29) (5,30) (7,30) (64,30) (144,30) (7,31) (65,31) (145,31)
(7,32) (66,32) (146,32) (7,33) (67,33) (147,33) (79,34) (157,34) (80,35) (157,35) (42,37) (46,37)
(47,37) (48,37) (49,37) (50,37) (7,39) (8,39) (51,39) (55,39) (56,39) (57,39) (58,39) (59,39)
(79,40) (80,40) (157,40) (86,36) (87,36) (88,36) (89,36) (90,36) (91,36) (92,36) (93,36) (18,38)
(19,38) (20,38) (76,38) (77,38) (78,38) (79,38) (80,38) (159,38) (26,41) (27,41) (28,41) (29,41)
(30,41) (31,41) (32,41) (33,41) (125,41) (41,42) (26,43) (27,44) (28,45) (29,46) (30,47) (31,48)
(32,49) (33,50) (36,51) (86,52) (87,53) (88,54) (89,55) (90,56) (91,57) (92,58) (93,59) (110,60)
(111,61) (112,62) (113,63) (114,64) (115,65) (116,66) (117,67) (60,68) (61,69) (62,70) (63,71) (64,72)
(65,73) (66,74) (67,75) (21,76) (22,77) (23,78) (24,79) (25,80) (34,81) (35,82) (1,83) (86,83)
(88,83) (89,83) (94,83) (1,84) (86,84) (88,84) (90,84) (94,84) (1,85) (86,85) (89,85) (90,85)
(94,85) (1,86) (10,86) (1,87) (11,87) (1,88) (12,88) (95,89) (100,89) (96,90) (101,90) (97,91)
(102,91) (98,92) (103,92) (99,93) (104,93) (13,95) (14,96) (15,97) (16,98) (17,99) (1,100) (1,101)
(1,102) (1,103) (1,104) (18,110) (159,110) (19,111) (159,111) (20,112) (159,112) (76,113) (119,113)
(77,114) (120,114) (78,115) (121,115) (79,116) (122,116) (80,117) (123,117) (159,119) (159,120)
(159,121) (159,122) (159,123) (6,140) (127,140) (6,141) (128,141) (6,142) (129,142) (76,143) (157,143)
(77,144) (157,144) (78,145) (157,145) (79,146) (157,146) (80,147) (157,147) (37,148) (148,149) (39,151)
(151,152) (152,153) (40,154) (154,155) (155,156) (153,157) (156,158) (150,159)

a Starting and ending node numbers in each pair of parentheses are defined in Table D1.

Table D3. Negative Edges in SDG Model of TE Processa

(51,10) (52,10) (83,10) (84,10) (85,10) (51,11) (53,11) (51,12) (54,12) (83,12) (84,12) (51,13)
(55,13) (83,13) (85,13) (51,14) (56,14) (84,14) (85,14) (51,15) (57,15) (51,16) (58,16) (51,17)
(59,17) (7,18) (8,18) (60,18) (7,19) (8,19) (61,19) (7,20) (8,20) (62,20) (7,21) (8,21)
(63,21) (76,21) (157,21) (7,22) (8,22) (64,22) (77,22) (157,22) (7,23) (8,23) (65,23) (78,23)
(157,23) (7,24) (8,24) (66,24) (79,24) (157,24) (7,25) (8,25) (67,25) (80,25) (157,25) (3,26)
(7,26) (42,26) (43,26) (7,27) (42,27) (44,27) (7,28) (42,28) (45,28) (4,29) (7,29) (42,29)
(46,29) (5,30) (7,30) (42,30) (47,30) (7,31) (42,31) (48,31) (7,32) (42,32) (49,32) (7,33)
(42,33) (50,33) (81,34) (158,34) (82,35) (158,35) (51,37) (55,37) (56,37) (57,37) (58,37) (59,37)
(85,37) (7,39) (8,39) (63,39) (64,39) (65,39) (66,39) (67,39) (76,39) (77,39) (78,39) (79,39)
(80,39) (157,39) (81,40) (82,40) (158,40) (118,38) (124,41) (36,42) (126,42) (27,43) (28,43) (29,43)
(30,43) (31,43) (32,43) (33,43) (26,44) (28,44) (29,44) (30,44) (31,44) (32,44) (33,44) (26,45)
(27,45) (29,45) (30,45) (31,45) (32,45) (33,45) (26,46) (27,46) (28,46) (30,46) (31,46) (32,46)
(33,46) (26,47) (27,47) (28,47) (29,47) (31,47) (32,47) (33,47) (26,48) (27,48) (28,48) (29,48)
(30,48) (32,48) (33,48) (26,49) (27,49) (28,49) (29,49) (30,49) (31,49) (33,49) (26,50) (27,50)
(28,50) (29,50) (30,50) (31,50) (32,50) (38,51) (139,51) (87,52) (88,52) (89,52) (90,52) (91,52)
(92,52) (93,52) (86,53) (88,53) (89,53) (90,53) (91,53) (92,53) (93,53) (86,54) (87,54) (89,54)
(90,54) (91,54) (92,54) (93,54) (86,55) (87,55) (88,55) (90,55) (91,55) (92,55) (93,55) (86,56)
(87,56) (88,56) (89,56) (91,56) (92,56) (93,56) (86,57) (87,57) (88,57) (89,57) (90,57) (92,57)
(93,57) (86,58) (87,58) (88,58) (89,58) (90,58) (91,58) (93,58) (86,59) (87,59) (88,59) (89,59)
(90,59) (91,59) (92,59) (111,60) (112,60) (113,60) (114,60) (115,60) (116,60) (117,60) (110,61)
(112,61) (113,61) (114,61) (115,61) (116,61) (117,61) (110,62) (111,62) (113,62) (114,62) (115,62)
(116,62) (117,62) (110,63) (111,63) (112,63) (114,63) (115,63) (116,63) (117,63) (110,64) (111,64)
(112,64) (113,64) (115,64) (116,64) (117,64) (110,65) (111,65) (112,65) (113,65) (114,65) (116,65)
(117,65) (110,66) (111,66) (112,66) (113,66) (114,66) (115,66) (117,66) (110,67) (111,67) (112,67)
(113,67) (114,67) (115,67) (116,67) (22,76) (23,76) (24,76) (25,76) (21,77) (23,77) (24,77) (25,77)
(21,78) (22,78) (24,78) (25,78) (21,79) (22,79) (23,79) (25,79) (21,80) (22,80) (23,80) (24,80)
(35,81) (34,82) (2,83) (9,83) (2,84) (9,84) (2,85) (9,85) (9,86) (94,86) (9,87) (94,87) (9,88) (94,88)
(37,94) (14,95) (15,95) (16,95) (17,95) (13,96) (15,96) (16,96) (17,96) (13,97) (14,97) (16,97) (17,97)
(13,98) (14,98) (15,98) (17,98) (13,99) (14,99) (15,99) (16,99) (9,100) (9,101) (9,102) (9,103) (9,104)
(118,110) (118,111) (118,112) (39,118) (6,140) (6,141) (6,142) (149,150)

a Starting and ending node numbers in each pair of parentheses are defined in Table D1.
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Table D4. Control Loops in TE Process

loop
no.

controlled
variable

sensor
output

controller
output

control valve
position

mainpulated
variable

1 VL,s VL,s
s CL,s CVL,s F10

2 VL,p VL,p
s CL,p CVL,p F11

3 VL,r VL,r
s CL,r CVL,r F7

7346 Ind. Eng. Chem. Res., Vol. 47, No. 19, 2008


