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234 Synthesis, Design, and Resource Optimization in Batch Chemical Plants

Owing to the rapidly growing world population and the alarming effects of global 
warming, there appears to be an ever-increasing demand for freshwater almost 
everywhere. For this reason, considerable effort has been devoted in recent years 
to develop an efficient and sustainable desalination technology. Among various 
alternatives, the air gap membrane distillation (AGMD) is widely considered as a 
promising candidate since the energy consumed per unit of water generated by this 
method is the lowest (Cabassud and Wirth, 2003; Ben Bacha et al., 2007; Bui et al., 
2010). Many researchers have already constructed rigorous mathematical models to 
simulate and analyze the underlying transport phenomena so as to identify the key 
variables affecting the water flux in an AGMD module (Koschikowski et al., 2003; 
Meindersma et al., 2006; Ben Bacha et al., 2007; Chang et al., 2010). Particularly, 
Ben Bacha et al. (2007) and Chang et al. (2010, 2012) have built models of all units 
embedded in a solar-driven membrane distillation desalination system (SMDDS), 
that is, (1) the solar absorber, (2) the thermal storage tank, (3) the counter-flow shell-
and-tube heat exchanger, (4) the AGMD modules, and (5) the distillate tank, and 
then discussed various operational and control issues accordingly. The process flow 
diagram of a typical SMDDS design can be found in Figure 10.1. Gálvez et al. (2009) 
meanwhile, designed a 50 m3/day desalination setup with an innovative solar-pow-
ered membrane, and Guillen-Burrieza et  al. (2011) also assembled a solar-driven 
AGMD pilot plant. These two studies were performed with the common goal of 
minimizing energy consumption per unit of distillate produced. Note that SMDDS 
should be operated in batch mode since the solar energy can only be supplied 
intermittently and periodically. Furthermore, the freshwater demand of SMDDS is 
assumed to be time variant, thus the traditional continuous operation is almost out 
of the question in this study.

Obviously, a good SMDDS design should be not only cost optimal but also oper-
able in a realistic environment. Although successful applications of the solar-driven 
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Figure 10.1 A typical SMDDS design—Configuration I.
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235Flexibility Analyses and their Applications in SMDDS Designs

AGMD modules were reported in the literature, these works focused primarily on 
thermal efficiency while the important issues concerning operational flexibility 
have not been addressed rigorously. Notice that the term “flexibility” is generally 
regarded as a system’s capability of ensuring feasible operation over a specified 
region in the uncertain parameter space (Halemane and Grossmann, 1983). The 
sources of uncertainties may be either external or internal. Typical examples of the 
former case can be changes in throughput, feed quality, product demand, ambi-
ent conditions, and so forth, whereas the latter uncertainties are often associated 
with equipment deterioration, such as exchanger fouling and catalyst deactivation. 
Traditionally, the operational flexibility of a process is ensured in an ad hoc fashion 
by choosing conservative operating conditions, applying empirical overdesign fac-
tors, and introducing spare units. The major disadvantages of this approach can be 
summarized as follows:

 i. Since the interactions among units are not considered, the actual flexibility 
level of the entire process cannot be accurately determined.

 ii. Since the economic penalties of the heuristic design practices are not evalu-
ated, their financial implications cannot be properly assessed.

A number of mathematical programming models have already been developed to 
facilitate quantitative flexibility analysis so as to provide the designers with the capa-
bilities to (1) determine the performance index of any system design in relation to the 
expected operational requirements, (2) identify the bottleneck conditions which limit 
the flexibility in a design, and (3) compare alternative designs on an objective basis 
(Swaney and Grossmann, 1983a). Three performance measures for the steady-state, 
dynamic, and temporal flexibilities are discussed in this chapter. The first index is 
used primarily for gauging the continuous processes (Pistikopoulos and Grossmann, 
1988a,b; 1989a,b; Petracci, et al., 1996), whereas the second is for the dynamic sys-
tems (Dimitriadis and Pistikopoulos, 1995). By considering the cumulative effects 
of uncertain disturbances over time, the programming model for computing the tem-
poral flexibility index can be constructed by modifying its dynamic counterpart (Adi 
and Chang, 2013). Finally, note that the flexible SMDDS designs are identified in the 
present work on the basis of this last version of flexibility analysis.

10.1 steady-state Flexibility analysis

Design and control decisions are usually made in two consecutive steps over the life 
cycle of a continuous chemical process. In the design phase, the “optimal” operating 
conditions and the corresponding material- and energy-balance data are determined 
traditionally on the basis of economic considerations. Since it is often desirable to 
address the operability issues at the earliest possible stage, the systematic incorpo-
ration of flexibility analysis in process synthesis and design has received consid-
erable attention in recent years (Grossmann and Halemane, 1982; Halemane and 
Grossmann, 1983; Swaney and Grossmann, 1985a,b; Dimitriadis and Pistikopoulos, 
1995; Bansal et al., 2000, 2002; Floudas et al., 2001). As mentioned before, these so-
called uncertainties, referred to as its operational flexibility, may arise either from 
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236 Synthesis, Design, and Resource Optimization in Batch Chemical Plants

random exogenous disturbances (such as those in feed qualities, product demands, 
environmental conditions, and so forth) from uncharacterized variations in the inter-
nal parameters (such as heat transfer coefficients, reaction rate constants, and other 
physical properties) (Malcom et al., 2007; Lima and Georgakis, 2008; Lima et al., 
2010a,b), or the ability of a chemical process to maintain feasible operation despite 
uncertain deviations from the nominal state. The so-called flexibility index (FIs) 
was first proposed by Swaney and Grossmann (1985a,b) to provide a quantitative 
measure of the feasible region in the parameter space. More specifically, FIs can be 
associated with the maximum allowable deviations of the uncertain parameters from 
their nominal values, by which feasible operation can be assured with the proper 
manipulation of the control variables. The aforementioned authors also showed that, 
under certain convexity assumptions, critical points that limit feasibility and/or flex-
ibility must lie on the vertices of the uncertain parameter space. Grossmann and 
Floudas (1987) later exploited the fact that sets of active constraints are responsible 
for limiting the flexibility of a design and developed a mixed integer nonlinear pro-
gramming (MINLP) model accordingly. To this end, various approaches to facilitate 
flexibility analysis have been proposed in numerous studies published in the litera-
ture (Grossmann and Halemane, 1982; Halemane and Grossmann, 1983; Swaney and 
Grossmann, 1985a,b; Grossmann and Floudas, 1987; Varvarezos et al., 1995; Bansal 
et al., 2000, 2002; Floudas, et al., 2001; Ostrovski et al., 2001; Ostrovski and Volin, 
2002; Volin and Ostrovski 2002; Malcom et al., 2007; Lima and Georgakis, 2008; 
Lima, et  al., 2010a,b). Similar flexibility analysis was also carried out in a series 
of subsequent studies to produce resilient grassroots and revamp designs (Chang 
et al., 2009; Riyanto and Chang, 2010). Since the steady-state material-and-energy 
balances are used as the equality constraints in the aforementioned MINLP model 
(Swaney and Grossmann, 1985a,b; Grossmann and Floudas, 1987; Varvarezos et al., 
1995; Ostrovski et al., 2001; Ostrovski and Volin, 2002; Volin and Ostrovski, 2002), 
this original index can be viewed as a performance indicator of the continuous pro-
cess under consideration (Pistikopoulos and Grossmann, 1988a,b, 1989a,b; Petracci, 
et al., 1996), and it is referred to as the steady-state flexibility index in this chapter.

10.1.1 Model ForMulation

As mentioned previously, the steady-state flexibility index was defined by Swaney 
and Grossmann (1985a,b) as an overall measure of the allowable variations in all 
uncertain parameters. The basic framework of the flexibility index model (Biegler 
et al., 1997) for computing such an index is outlined in the sequel.

For illustration clarity, let us first introduce two label sets:

 I = { | }i i is the label of an equality constraint  (10.1)

 J = { | }j j is the label of an inequality constraint  (10.2)

The general design model can be expressed accordingly as

 h ii ( , , , )d z x θ = ∀ ∈0 I  (10.3)

Q2
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237Flexibility Analyses and their Applications in SMDDS Designs

 g ji ( , , , ) ,d z x θ ≤ ∀ ∈0 J  (10.4)

where hi is the ith equality constraint in the design model (e.g., the mass or energy bal-
ance equation for a processing unit); gj is the jth inequality constraint (e.g., a capacity 
limit); d represents a vector in which all design variables are stored; z denotes the 
vector of adjustable controlling variables; x is the vector of state variables; θ denotes 
the vector of uncertain parameters. 

The following mathematical program can be utilized to determine the so-called 
feasibility function ψ(d,θ), that is, 

 
ψ θ θ( ) min max ( , , , )

,
d d z x

x z
, =

∈j
jg

J  
(10.5)

subject to the equality constraints given in Equation 10.3. Notice that this formula-
tion means that, for a fixed design defined by d and the fixed parameters given in 
θ, the largest g jj   ( )∀ ∈ J  is minimized by adjusting the control variables z while 
keeping h ii = ∀ ∈0 ( ).I  If ψ(d,θ) ≤ 0, then the given system is operable (see Figure 
10.2).

On the other hand, the above optimization problem can be posed alternatively by 
introducing an extra scalar variable u, that is,

 
ψ θ( ) min

, ,
d

x z
, =

u
u

 
(10.6)

subject to Equation 10.3 and

 
g u jj ( , , , )d z x θ ≤ ∀ ∈ J

 (10.7)

Notice also that if ψ(d,θ) = 0, then at least one of the inequality constraints should 
be active, that is, g jj = ∃ ∈0  ( ).J

Q3

Q4

θ2
ψ(d,θ) = 0 ψ(d,θ) = 0

θ2

θ2

U

θ1 θ1
U

L

θ2

θ2

θ2

U

L

θ1
Lθ1 θ1

U
θ1
L

T

(a) (b)

T

Figure 10.2 Feasible and infeasible designs in the parameter space. (Adapted from Biegler 
et al., 1987.) Q19
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238 Synthesis, Design, and Resource Optimization in Batch Chemical Plants

Since the aforementioned test can be performed only on deterministic models 
with constant θ, it is still necessary to develop an improved feasibility criterion by 
considering all possible values of the uncertain parameters. To this end, let us first 
define a feasible region T in the parameter space, that is,

 
T = − ≤ ≤ +{ }− +θ θ θ θ θ θ| N N∆ ∆

 
(10.8)

where θN denotes a vector of given nominal parameter values and Δθ+ and Δθ− rep-
resent vectors of the expected deviations in the positive and negative directions, 
respectively. Hence, an additional optimization problem can be formulated to facili-
tate this modified test

 
χ ψ θ

θ
( ) max ( , )d d

T
=

∈  
(10.9)

where χ(d) denotes the feasibility function of a fixed design defined by d over the 
entire feasible region T. The given system should therefore be feasible if χ(d) ≤ 0, 
while infeasible if otherwise.

To develop a unified measure of the maximum tolerable range of variation in 
every uncertain parameter (Swaney and Grossmann, 1985a, b), the feasible region T 
is modified by introducing another scalar variable

 
T( )δ θ θ δ θ θ θ δ θ= − ≤ ≤ +{ }− +| N N∆ ∆

 
(10.10)

where δ is a scalar variable to be determined by solving the flexibility index model 
given below

 FIs = maxδ  (10.11)

subject to

 χ( )d ≤ 0  (10.12)

Note that the maximized objective value FIs is the steady-state flexibility index, 
which represents the largest value of δ that guarantees g jj ≤ ∀ ∈0  ( ),J  that is, 
χ(d) ≤ 0, in the parameter space (see Figure 10.3).

10.1.2 Solution StrategieS

Several effective strategies are available for solving the optimization problem defined 
by Equations 10.11 and 10.12. Two of them, that is, the active set method and the ver-
tex method, are described in the sequel.

10.1.2.1 active set Method
Solving the flexibility index model is in general very difficult because Equations 
10.11 and 10.12 represent a nonlinear, non-differentiable, multilevel optimization 
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239Flexibility Analyses and their Applications in SMDDS Designs

problem. Grossmann and Floudas (1987) developed a solution strategy on the basis 
of the Karush–Kuhn–Tucker (KKT) conditions of the optimization problem for 
computing the function ψ(d,θ), that is, Equations 10.3, 10.6, and 10.7. To be able to 
apply these conditions, the aforementioned flexibility index model is first reformu-
lated by imposing an extra equality constraint that keeps the feasibility function 
zero, that is,

 FIs = minδ  (10.13)

subject to

 ψ θ( , )d = 0  (10.14)

Notice that the original maximization problem, that is, Equations 10.11 and 10.12, 
is now replaced with the present minimization problem. This is owing to the fact that 
if the chosen value of δ is not the smallest, at least one inequality constraint must 
be violated, that is, g jj > ∃ ∈0  ( ).J  Since Equations 10.3 and 10.4 are inherently 
satisfied in the optimization problem defined by Equations 10.3, 10.6, and 10.7, the 
corresponding KKT conditions should be applicable. Consequently, the flexibility 
index problem in Equations 10.13 and 10.14 can be written more explicitly as follows 
(Grossman and Floudas, 1987):

 
FIs

s y x zi j j j i k

= min
, , , , , ,δ µ λ

δ
 

(10.15)
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Figure 10.3 Geometrical interpretation of steady-state flexibility index. (Adapted from 
Biegler, L. T.; Grossmann I. E.; Westerberg, A. W. Systematic Methods of Chemical Process 
Design. Englewood Cliffs, New Jersey: Prentice-Hall, 690, 1997.)
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240 Synthesis, Design, and Resource Optimization in Batch Chemical Plants

subject to the constraints in Equation 10.3 and also those presented below

 
g s ji j( , , , ) ,d z x θ + = ∈0 J

 (10.16)

 

µ λi
i

j
j

ji

h g∂
∂ +

∂
∂ =

∈∈
∑∑ z z

0
JI  

(10.17)

 

µ λi
i

j
j

ji

h g∂
∂ +

∂
∂ =

∈∈
∑∑ x x

0
JI  

(10.18)

 

λ j

j

=
∈

∑ 1
J  

(10.19)

 
λ j jy j− ≤ ∈0, J

 (10.20)

 
s Q y jj j− − ≤ ∈( ) ,1 0 J

 (10.21)

 

yj z

j

n= +
∈

∑ 1
J  

(10.22)

 θ δ θ θ θ δ θN N− ∆ ≤ ≤ + ∆− +
 (10.23)

 
yj j js j= ≥ ≥ ∈{ , }, , ,0 1 0 0λ J

 (10.24)

 δ ≥ 0  (10.25)

where sj is the slack variable for the jth inequality constraint; Q denotes a large 
enough positive number to be used as the upper bound of sj;μi denotes the Lagrange 
multiplier of equality constraint hi;λj is the Lagrange multiplier of inequality con-
straint gj;yj denotes the binary variable reflecting whether the corresponding inequal-
ity constraint is active, that is, gj = 0 if yj = 1, whereas gj < 0 if yj < 0; and nz is the 
total number of independent controlling variables.

10.1.2.2 Vertex Method
The optimization procedure for Equations 10.11 and 10.12 can be greatly simplified 
if the optimal solution is always associated with one of the vertices of the feasible 
region T(δ) (Halemane and Grossmann, 1983). Let ∆θk k V ( )∀ ∈  denote the kth 
vertex and V be the set of all vertices. Then the maximum value of δ along Δθk can 
be evaluated according to the following programming model:

 
δ δ

δ

k = max
, ,x z  

(10.26)
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241Flexibility Analyses and their Applications in SMDDS Designs

subject to Equations 10.3, 10.4, and

 θ θ δ θ= +N k∆  (10.27)

Among the corresponding parameter polyhedrons, that is, T( ), ,δk k V∀ ∈  it is clear 
that only the smallest one can be totally inscribed within the feasible region. Hence,

 
FIs

k V

k= { }
∈

min δ
 

(10.28)

Thus, the following simple procedure applies:

Step 1: Solve the optimization problem defined by Equations 10.3, 10.4, 10.26, 
and 10.27 for each vertex k ∈ V.

Step 2: Select FIs according to Equation 10.28.

Swaney and Grossmann (1985a,b) showed that, only under certain convexity con-
ditions for the constraints in Equations 10.3 and 10.4, the optimal solution is guaran-
teed to be associated with one of the vertices. However, even when these conditions 
are not met, it can often be found that this approach is still applicable. Note also that 
the vertex method may be quite impractical in realistic case studies due to dimension 
explosion. For example, 210 = 1024 optimization runs that are needed for 10 uncer-
tain parameters and, if the number of parameters is raised to 20, the computation 
load for the required 220 = 1,048,576 runs can be overwhelming.

The implementation steps of steady-state flexibility analysis in water network designs 
can be found in Liou (2006). Owing to the special model structure for water network 
designs, Li and Chang (2011) suggested that a simplified version of the vertex method 
could be applied by checking only a single corner of the parameter space. This critical 
point should be associated with the upper or lower limit of each uncertain parameter on 
the basis of physical insights (Chang et al., 2009). Specifically, they are located at

•	 The upper bounds of the mass loads of water using units and the pollutant 
concentrations at the primary and secondary sources.

•	 The lower bounds of the removal ratios of wastewater treatment units, the 
allowed maximum inlet and outlet pollutant concentrations of water using 
units, and the allowed maximum inlet pollutant concentration of wastewa-
ter treatment units.

The flexibility index of a water network can thus be determined on the basis of 
this most constrained point alone.

10.2 dynaMiC Flexibility analysis

As suggested by Dimitriadis and Pistikopoulos (1995), the operational flexibility of 
a dynamic system should be evaluated differently. By adopting a system of differen-
tial algebraic equations (DAEs) as the model constraints, these authors developed a 

K23873_C010.indd   241 28-10-2014   17:42:57



242 Synthesis, Design, and Resource Optimization in Batch Chemical Plants

mathematical programming formulation for dynamic flexibility analysis. Clearly, this 
analysis is more rigorous than that based on the steady-state model since, even for 
a continuous process, the operational flexibility cannot be adequately characterized 
without accounting for the control dynamics. In an earlier study, Brengel and Seider 
(1992) advocated the need for design and control integration. The integration of flex-
ibility and controllability in design was discussed extensively by several other groups 
(Chacon-Mondragon and Himmelblau, 1996; Mohideen et  al., 1996; Bahri et  al., 
1997; Bansal et  al., 1998; Georgiadis and Pistikopoulos, 1999; Aziz and Mujtaba, 
2002; Malcolm et al., 2007). Soroush and Kravaris (1993a,b) addressed various issues 
concerning flexible operation for batch reactors. The effects of uncertain disturbances 
on the wastewater neutralization processes were also studied by Walsh and Perkins 
(1994). White et al. (1994) presented an evaluation method to assess the switchabil-
ity of any given system, that is, its ability to perform satisfactorily when moving 
between different operating points. Dimitriadis et al. (1997) studied the feasibility 
problem from the safety verification point of view. Zhou et al. (2009) utilized a simi-
lar approach to assess the operational flexibility of batch systems.

10.2.1 Model ForMulation

In the dynamic flexibility analysis, the equality constraints in Equation 10.3 
are replaced with a system of differential-algebraic equations (Dimitriadis and 
Pistikopoulos, 1995), that is,

 
h t t t t ii d z x x, ( ), ( ), ( ), ( ) 0� θ( ) = ∀ ∈ I

 (10.29)

where t H i∈ ∈[ , ], ,0 I  and x(0) = x0. On the other hand, the inequality constraints in 
Equation 10.4 should also be time dependent, that is,

 
g t t t jj d z x, ( ), ( ), ( ) 0  θ( ) ≤ ∀ ∈ J

 (10.30)

Finally, the uncertain parameters and their upper and lower limits in this case 
should be functions of time and Equation 10.10 can be modified as

 θ δ θ θ θ δ θN ( ) ( ) ( ) ( ) ( )t t t t tN− ≤ ≤ +− +∆ ∆  (10.31)

Thus, the corresponding dynamic flexibility index FId can be computed with the 
following model:

 
FId = max δ

 (10.32)

subject to Equation 10.29 and

 
max min max ( , ( ), ( ), ( )) 0

( ) ( ) ,θ
θ

t t j t
jg t t t

z
d z x ≤

 
(10.33)

Note that this model is essentially the dynamic version of Equations 10.11 and 10.12.

Q5
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243Flexibility Analyses and their Applications in SMDDS Designs

10.2.2 Solution StrategieS

Two alternative strategies are presented in this section for computing the dynamic 
flexibility index. First of all, Equations 10.29, 10.32, and 10.33 can obviously be 
transformed into a steady-state flexibility index model by approximating the embed-
ded differential equations with a set of algebraic equations. Another viable option 
is to establish the KKT conditions for the minimum feasibility functional and then 
develop the dynamic version of the active set method. These two approaches are 
outlined below.

10.2.2.1 transformation to steady-state Fi Model through discretization
The simplest strategy to compute the dynamic flexibility index is to convert the 
DAEs in Equation 10.29 into a system of algebraic equations on the basis of a cred-
ible numerical discretization technique. Since the resulting optimization problems 
should be identical to those described in Section 10.1.1, they can be solved with any 
existing algorithm for the steady-state flexibility analysis (see Section 10.1.2).

Two popular discretization techniques have been utilized in the past, that is, the 
differential quadrature (DQ) method (Bellman et al., 1971, 1972) and the orthogo-
nal collocation (OC) method (Biegler, 1984; Cuthrell and Biegler, 1987). Since they 
were adopted for essentially the same purpose and both yield satisfactory results, 
let us consider only the former for the sake of brevity. Notice that the accuracy 
of DQ approximation has been well documented in the literature (e.g., Civan and 
Sliepcevich, 1984; Quan and Chang, 1989a,b; Chang et al., 1993), and its implemen-
tation procedure is also very straightforward. As pointed out by Shu (2000), DQ is 
essentially equivalent to the finite difference scheme of a higher order. To improve 
the computation efficiency when a large number of grid points are required, a local-
ized DQ scheme was introduced by Zong and Lam (2002). An extensive discussion 
of differential quadrature and its state-of-the-art developments can be found in Zong 
and Zhang (2009).

To illustrate the DQ discretization principle, let us consider the first-order deriva-
tive of the ith state variable (i ∈ I) as an example

 

dx t
dt

w x ti

t t
mn

n

N

i n
e

m
e

node
( )

( )
= =

≅ ∑
1  

(10.34)

where m N e N tnode element m
e= =1 2 1 2, , , ; , , , ;… …  and tn

e , respectively, denote the loca-
tions of the mth node and the nth node in time element e; wmn denotes the weight-
ing coefficient associated with the state value at tn

e for the derivative at tm
e , which is 

dependent only upon the predetermined node spacing. As a result, every differential 
equation in Equation 10.29 can be approximated with a set of algebraic equations. 
In addition, all inequality constraints in Equations 10.30 and 10.31 should be dis-
cretized at the node locations, that is,

 
g t t t jj m

e
m
e

m
ed z x, ( ), ( ),θ( )( ) ≤ ∀ ∈0  J

 
(10.35)
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 θ δ θ θ θ δ θN
m
e

m
e

m
e N

m
e

m
et t t t t( ) ( ) ( ) ( ) ( )− ≤ ≤ +− +∆ ∆  

(10.36)

Quan and Chang (1989a,b) suggested that, in most cases, it is beneficial to use the 
shifted zeros of a standard Chebyshev polynomial as the selected nodes. This node 
spacing in an arbitrary interval t ∈ [a, b] yields the following formulas for calculat-
ing the weighting coefficients, that is,

 
w

r r
b a r r

r
r

m nmn
N

m n

m n

n

m

node=
−

−
−

−
−
−

≠
−

1
2

2

1 1
1

( )
,

( )

 
(10.37)

 
w

r r
b a

r
rmm

N m

m

node=
−

− −
1
2 1

1
2( )  

(10.38)

where m n Nnode, , , ,= 1 2 …  and the locations of Chebyshev zeros in the standard 
interval [−1, +1] are

 
r

m
Nm

node
= −

cos
( )2 1

2
π

 
(10.39)

where wmn are the weighting coefficients for the first-order derivatives. With these for-
mulas, all weighting coefficients can be easily calculated for any combination of ele-
ment length b − a and node number Nnode. A typical example can be found in Table 10.1.

As mentioned previously, the time horizon H is supposed to be divided into Nelement 
elements. Continuity of every state variable at the border point of each pair of adjacent 
elements can be enforced with a boundary condition, that is, x xk N

e
k

et t
node

( ) ( )= +
1

1  and 
e Nelement= 1 2, , , .…  The initial conditions of Equation 10.29 should be imposed at the 
left end of first element, that is, x xk kt( ) ,1

1 0=  whereas the states at right end of the last 
element are not constrained, that is, xk N

Nt
node

element( ) = free.  Finally, the element number 
and lengths should be allowed to be adjusted to achieve satisfactory accuracy.

10.2.2.2 identification of dynamic KKt Conditions
If one chooses not to discretize Equations 10.29 through 10.31 in the original formu-
lation, then the corresponding feasibility functional can be defined in the same way 
as its steady-state counterpart in Equations 10.3, 10.6, and 10.7

table 10.1
Weighting Coefficients for b − a = 10 and Nnode = 5

n 
m

1 2 3 4 5

1 0.90085 −0.2 0.061803 −0.04721 0.1

2 1.37082 0.050203 −0.2618 0.161803 −0.32361

3 −0.647214 0.4 3.57E-34 −0.4 0.647214

4 0.32361 −0.1618 0.261803 0.050203 −1.37082

5 −0.1 0.047214 −0.0618 0.2 0.900854
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ψ θd

x z
, ( ) min ( )

( ), ( ), ( )
t u t

t t u t t H
( ) =

=  
(10.40)

subject to the constraints in Equation 10.29 and

 �u t( ) = 0  (10.41)

 
g t t t u t jj d z x, ( ), ( ), ( ) ( )θ( ) ≤ ∀ ∈ J

 (10.42)

To facilitate derivation of the KKT conditions for this functional optimization 
problem, let us rewrite Equation 10.29 more explicitly as

 
�x f d z x( ) , ( ), ( ), ( )t t t t= ( )1 θ

 (10.43)

 
f d z x 02 , ( ), ( ), ( )t t tθ( ) =

 (10.44)

An aggregated objective functional can be constructed by introducing Lagrange 
multipliers to incorporate all constraints, that is,

L u H t u t t t u dtu
T T T

H

= + −[ ] + −[ ] + + −[ ]{ }∫( ) ( ) ( ) ( ) ( )µ µ ν λ0 1 2

0

� �f x f g 1

 

(10.45)

where g 1= =[ ] , [ ] ,g g g T T
1 2 3 111… …  and the multipliers μu(t), μ(t) and ν(t) are 

real numbers while λ(t) ≥ 0. By taking the first variation of L and setting it to zero, 
the following four sets of necessary conditions can be obtained:

 i. x x 0( ) ; ( ) ; ( ) ; ( )0 0 0 10= = = =µ µ µH Hu u

 ii. � �µ µ ν λ µ= − ∂
∂







− ∂
∂







− ∂
∂







=T T T
u

Tf
x

f
x

g
x

11 2 ;

 iii. � �x f f 0 g 1 0= = = −( ) = ≥1 2 0 0; ;; ;u uTλ λ

 iv. µ ν λT T T T∂
∂







+ ∂
∂







+ ∂
∂







=f
z

f
z

g
z

01 2

By following the same rationale in developing the active set method for comput-
ing FIs, that is, Equations 10.13 and 10.14, it is necessary to set u(t) = 0 and change 
conditions in (iii) to

 (iii)  ;′ = = = = ≥�x f f 0 g 01 2 0 0; ; ;u Tλ λ  .

Therefore, the dynamic flexibility index FId can be determined by minimizing δ 
while subject to the constraints in (i), (ii), (iii)′, (iv), and Equation 10.31.
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10.3 teMporal Flexibility analysis

As indicated previously, the nominal values of uncertain parameters and their antici-
pated positive and negative deviations are assumed in the dynamic flexibility analysis 
to be available in advance at every instance over the entire time horizon of operation 
life. However, while an ill-designed system may become inoperable due to instan-
taneous variations in some process parameters at certain instances, the cumulative 
effects of temporary disturbances in finite time intervals can also result in serious 
consequences. Although the latter scenario is usually ignored in dynamic flexibility 
analysis, it is in fact a more probable event in practical applications. To address this 
important issue, a mathematical programming model has been developed by Adi and 
Chang (2013) for computing the corresponding performance measure, which was 
referred to as the temporal flexibility index.

10.3.1 Model ForMulation and Solution StrategieS

Let us assume that the variations in uncertain parameters are possible only within 
a finite time interval [ , ] [ , ].t t H0 1 0⊂  To characterize the cumulative effects, let us 
integrate Equation 10.31 over this finite interval, that is,

 

− ∆ ≤ − ≤ ∆− +∫∫ ∫δ θ τ τ θ τ θ τ τ δ θ τ τ( ) ( ( ) ( ) ) ( )d d dN

t

t

t

t

t

t

0

1

0

1

0

1

 
(10.46)

Since the expected maximum deviations in uncertain parameters should be 
regarded as given information, the expected net positive and negative cumulated 
deviations over interval [t0, t1] can also be computed in advance. Let us introduce the 
following definitions to simplify notation:

 

∆Θ ∆− −= ∫ θ τ τ( ) d
t

t

0

1

 

(10.47)

 

∆Θ ∆+ += ∫ θ τ τ( ) d
t

t

0

1

 

(10.48)

and

 

Θ( ) (( ) ( ) )t dN

t

t

= −∫θ τ θ τ τ¸

0  

(10.49)

Additional constraints can be imposed upon the accumulated effects of the instan-
taneous variations in the uncertain parameters so as to ensure operational safety. 
Specifically, Equation 10.46 can be expressed explicitly as follows:
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 − ∆ ≤ ≤ ∆− +δ δΘ Θ Θ( )t  (10.50)

Furthermore, since the time interval [t0, t1] itself may be uncertain, Equation 10.49 
can be rewritten as

 

d
dt

t t tNΘ( ) ( ) ( )= −θ θ
 

(10.51)

where Θ( )0 0=  and t H∈ [ , ].0  Equations 10.29, 10.33, 10.50, and 10.51 can then 
be used as the constraints of a mathematical programming model to determine the 
temporal flexibility index FIt by maximizing the scalar variable δ. Notice also that, 
since the only difference between the mathematical models for computing FId and 
FIt lies in the inequality constraints that bound the uncertain parameters, the solu-
tion approaches described in Section 10.2.2 should be very similar to those adopted 
in the present case. The detailed descriptions of these strategies are thus omitted for 
the sake of brevity. The theoretical implications of temporal flexibility index can be 
summarized as follows:

If FIt < 1, then the given batch process cannot withstand at least some of the 
temporary disturbances that satisfy Equations 10.50 and 10.51. If otherwise, then the 
operation should always be successful.

10.4 Flexible sMdds designs

A realistic SMDDS design is expected to be fully functional in the presence of uncer-
tain sunlight radiation and fluctuating freshwater demand. In this section, the temporal 
flexibility index (FIt) is adopted as the evaluation criterion of SMDDS designs. All units 
embedded in the typical design (see Configuration I in Figure 10.1) must be properly 
sized to achieve a target FIt. In addition, alternative thermal storage schemes should 
be evaluated accordingly. The stripped-down version of SMDDS design in Figure 10.4 
(Configuration II) can certainly be analyzed and compared with Configuration I, while 
installation of an extra thermal storage tank (say, on an additional bypass from solar 
absorber to heat exchanger and/or vice versa) can also be considered.

10.4.1 SiMpliFied MatheMatical ModelS

The essential SMDDS units, that is, the solar absorber, the thermal storage tank, the 
counter-flow shell-and-tube heat exchanger, the AGMD modules, and the distillate 
tank, are interconnected in a typical system to form two separate processing routes 
for seawater desalination and solar energy conversion, respectively. For implementa-
tion convenience, the unit models given in Chang et al. (2010) have been simplified 
(Adi and Chang, 2013) and outlined below:

10.4.1.1 solar absorber
The solar energy is converted into heat using the SMDDS solar absorber. Two 
basic assumptions are adopted in formulating its mathematical model: (i) the fluid 
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velocities in all absorber tubes are the same; (ii) the fluid temperature should be kept 
below 100°C; (iii) there is no water loss; and (iv) heat loss is negligible. The corre-
sponding transient energy balance can be written as

 

dT
dt

L
m
M

T T
L

A I t
M

f SA
SA

f SA

f SA

f SA f SA

SA

SA

f S

out out in, ,

,
= −

−
+

� , ,

,

( )

AA f
LCp

 
(10.52)

 
T Tf SA f SAout out, ,

max≤
 

(10.53)

where Tf SAin,  and Tf SAout,  denote the inlet and outlet temperatures (°C) of the solar 
absorber, respectively; Tf SAout,

max  is the maximum allowable outlet temperature (100°C); 
Mf,SA denotes the total mass of operating fluid in the solar absorber (kg); �mf SA,  
denotes the overall mass flow rate of operating fluid in solar absorber (kg/h); LSA is 
the length of an absorber tube (m); ASA is the exposed area of solar absorber (m2); 
Cpf

L  is the heat capacity of operating fluid (J/kg°C); I(t) is the solar irradiation rate 
per unit area (W/m2).

10.4.1.2 thermal storage tank
Based on the assumption that (i) the fluid within the thermal storage tank is well 
mixed, (ii) the inlet and outlet flow rates are identical, and (iii) the heat capacity of 
operating fluid is independent of temperature, the energy balance around thermal 
storage tank can be expressed as

Heat
exchanger

Pump Brine
disposal

Distillate

Feed

Daytime operation

Nighttime operation

Customer

AbsorberSo
lar

Figure 10.4 The stripped-down SMDDS design—Configuration II.
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(10.54)
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mf ST
f ST

f STL
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=
�
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(10.55)

where Tf STin,  and Tf STout,  denote the inlet and outlet temperatures (°C), respectively; 
Mf,ST represents the total mass of operating fluid in the thermal storage tank (kg); 
�mf STL,  is the total mass flow rate driven by the pump in the thermal loop (kg/h); �mf ST,  

is the throughput of thermal storage tank (kg/h) which equals r mf ST f STL, , .�
In Configuration I, the thermal storage tank is employed during the daytime and 

nighttime according to the corresponding flow direction mode. In other words,

 
�m

m I t

I tf SA
f STL

,
, ( )

( )
=

>
=





if (day time)

if (night time)

0

0 0  
(10.56)

As a result, the flow ratio defined in Equation 10.55 can be treated as an adjustable 
control variable in daytime operation, that is, 0 ≤ rf,ST(t) ≤ 1, while rf,ST(=1) is kept 
unchanged during nighttime.

Finally, in the case of the thermal storage tank that is not utilized, that is, 
Configuration II, there is really no need to distinguish the operation modes and thus 
one can simply fix � �m mf SA f STL, ,= , and rf ST, .= 0  

10.4.1.3 Heat exchanger
The hot fluid used in the counter-flow heat exchanger comes from the thermal storage 
tank and/or solar absorber, whereas the cold fluid is the seawater. The heat exchanger 
is assumed to be always in steady-state and there is no heat loss. Thus, the unit model 
of heat exchanger can be written as

 
� �m T T m T Tf MD f HX CL f HX CL f HX HL f HX HL f HXout in in, , , , , , , , , , ,( ) (− = − HHLout

)
 (10.57)

where �mf HX HL, ,  is the mass flow rate of hot fluid (kg/h); Tf HX HLin, ,  and Tf HX HLout, , , 
respectively, denote the inlet and outlet temperatures of hot fluid (°C); �mf MD,  is 
the mass flow rate of seawater in membrane distillation loop (kg/h); Tf HX CLin, ,  and 
Tf HX CLout, , , respectively, denote the inlet and outlet temperatures of the cold fluid (°C). 
Note that the mass flow rate of hot fluid is essentially the same as that in the thermal 
loops in both Configurations I and II, that is,

 
� �m mf HX HL f STL, , ,=

 (10.58)

An energy balance around the valve V-2 yields

 
T r T r Tf HX HL f ST f SA f ST f STin out out, , , , , ,( )= − +1

 (10.59)

Q7
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Again, this equation is also valid in the above two structures. Finally, let us 
consider the outlet temperature of hot fluid. According to the flow direction in 
Configuration I, the hot fluid leaving the heat exchanger is recycled back to the solar 
absorber in the daytime operation and to the thermal storage tank during nighttime, 
the following constraints should be imposed:

 

T
T I t

T I tf HX HL
f SA

f ST
out

in

in

, ,
,

,

( )

( )
=

>
=

if (day time)

if (night t

0

0 iime)





  
(10.60)

On the other hand, since Configuration II is not equipped with a thermal storage 
tank, only the first constraint in Equation 10.60 can be used in the corresponding 
model.

10.4.1.4 agMd Module
A simplified model is adopted in this study for characterizing the AGMD unit. It 
is assumed that the mass flux of distillate across the membrane is a function of the 
rate of energy input. Specifically, this flux in a standard module can be expressed as

 
N

m Cp T T

nAmem

f MD
L

f HX CL f HX CL

AGMDMD

f out in�=
−( )

⋅ ⋅
, , , , ,

STEC  
(10.61)

where Nmem denotes the distillate flux (kg/m2.h); AMD is the fixed membrane area of a 
standard AGMD module (i.e., 10 m2); nAGMD is the total number of standard modules; 
and STEC is the specific thermal energy consumption constant (kJ/kg), which can 
be considered as the ratio between energy supplied by the heat exchanger and mass 
of the distillate produced (Burgess and Lovegrove, 2005; Banat et al., 2007).

The mass flux through the AGMD membrane is driven primarily by the vapor 
pressure differential. However, to simplify calculations the corresponding flux is 
assumed here to be roughly proportional to the temperature difference. Since 
Equation 10.61 is used essentially as an empirical relation in this case, it should be 
only valid within a finite range of the seawater flow rate. Consequently, �mf MD,  is 
treated in this work as an adjustable control variable, which is allowed to vary ±10% 
from its nominal value

 
0 9 1 1. ., , ,� � �m m mf MD

N
f MD f MD

N≤ ≤
 (10.62)

Finally, note that the seawater entering the AGMD module should not be allowed 
to exceed a specified upper bound so as to avoid damaging the membrane, that is,

 
T Tf HX CL f HX CLout out, , , ,

max≤
 

(10.63)

where Tf HX CLout, ,
max  is the upper bound othe f cold stream temperature at the outlet of 

heat exchanger (90°C).
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10.4.1.5 distillate tank
The distillate tank is acting as the buffer for the fluctuating water demand. The cor-
responding model can be written as

 
ρ f

L
DT

DT
f DT f DTA

dh
dt

m m
in out

= −� �, ,
 

(10.64)

where ρ f
L  is the distillate density (kg/m3); ADT is the cross-sectional area of distil-

late tank (m2); hDT is the height of liquid in distillate tank (m); �mf DTin,  and �mf DTout,  
denote the inlet and outlet flow rates, respectively, (kg/h). Note that the inlet flow is 
produced by the AGMD unit, that is,

 
�m n N Af DT AGMD mem MDin, =

 (10.65)

Finally, the liquid height in the distillate tank should be maintained within a spec-
ified range, that is,

 
h h hDT low DT DT high, ,≤ ≤

 (10.66)

where hDT,low and hDT,high, respectively, denote the given lower and upper bounds (m). 
Equations 10.52 through 10.66 are then incorporated into the temporal flexibility 
index model described in Section 10.3 and solved to determine the value of temporal 
flexibility index FIt.

10.4.2 caSe StudieS

The important role of temporal flexibility index in SMDDS design is demonstrated 
in the case studies presented below. Note that the specifications of a standard AGMD 
module are assumed to be the same as those given in Banat et al. (2007). The efflu-
ent of cold seawater flows into the shell side of a heat exchanger and then into the 
hot flow channel of the AGMD unit. Only water vapor can be transferred through 
the membrane pore because of the hydrophobic nature of porous membrane. Water 
vapor then is condensed on the wall surface of the cold seawater flow channel and 
then collected in a distillate tank for domestic consumption.

The AGMD desalination unit is driven by the thermal energy which is circulated 
and carried in the operating fluid (which is water in the present case studies) as depicted 
in Figures 10.1 and 10.4. In the daytime operation, the heat generated by the solar 
absorber can be consumed entirely in either Configuration I or II if the irradiation level 
is low. In the case of strong sunlight, a portion of the absorbed energy can be kept in 
the thermal storage tank of Configuration I and then used later to enable an extended 
period of desalination operation after sunset. Since Configuration II is not equipped 
with any thermal storage facility, it is therefore necessary to utilize a relatively small 
absorber to ensure complete consumption of solar energy in daytime operation and 
satisfy the freshwater demand during the night with a large enough distillate tank.
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There are two uncertain parameters considered in this case study. First is the solar 
irradiation rate I(t) and the corresponding nominal profile IN(t), the expected upper 
and lower bounds are all depicted in Figure 10.5. Note that the expected positive and 
negative deviations at any time are both set at 10% of the nominal level. The other 
uncertainty parameter is the water demand rate �m tf DTout, ( ) with the nominal value set 
at 18 kg/h × wdf(t). wdf(t) is the ratio between the demand rate at time t and a refer-
ence value, that is, 18 kg/h. The expected deviations in mf DTout,  are also selected to 
be 10% of its nominal value. The nominal level of wdf(t) and also the corresponding 
upper and lower limits are sketched in Figure 10.6 where the time-dependent house-
hold water consumption rate can be closely characterized according to the nominal 
profile of wdf(t). Better designs may be acquired accurately when more realistic solar 
irradiation and water demand profiles are available and they can be easily incorpo-
rated in the temporal flexibility analysis formulation.
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On the basis of Equations 10.61 and 10.65, the production rate of each AGMD 
module at Tf HX CLout, , = 74°C is estimated to be 16.54 kg/h (Banat et al., 2007) (assum-
ing that the feed temperature is Tf HX CLin, , 25°C). The nominal mass flow rate of sea-
water in membrane distillation loop �mf MD

N
,  is set to be 1125 kg/h per AGMD module 

according to Banat et al. (2007). Moreover, a maximum daily demand of 750.42 kg/
day can be computed according to Figure 10.6. By adopting an average online period 
of 12 h/day, the approximate number of parallel AGMD modules can be calculated: 
nAGMD = × = ≈( . . ) . ,750 42 16 54 12 3 78 4/  thus the total membrane area is 40 m2. In 
the solar absorber, the total mass of operating fluid per unit area, that is, Mf,SA/ASA, is 
set to be 15 kg/m2 (Chang et al., 2010). The flow rate in the solar thermal loop ( ),�mf STL  
is set to be 36,000 kg/h, which is eight times the total nominal flow rate of seawater in 
the membrane distillation loop �mf MD

N
, = × =( )1125 4 45 kg/h00  to ensure quick tem-

perature response in the desalination loop. The volume of the distillate tank in each 
configuration is assumed to be ( . ; ; . ),, ,A h hDT DT low DT high= = =0 035 m m 2 143 m2  
whereas a 10 m3 thermal storage tank (Mf,ST = 10,000 kg) is utilized in Configuration 
I. Finally, it is assumed that the heat capacity of operating fluid Cpf

L  is held constant 
at 4200 J/kg°C and its density ρ f

L  is also assumed to be constant at 1000 kg/m3.
To facilitate a proper decision, the asymptotic energy utilization ratio between the 

solar absorber and the AGMD capacity is formulated as follows:

 

φutil = Maximum supply rate of solar energy
Maximum consumption rate oof thermal energy 

=
−

A I t
m Cp T T

SA

f MD f
L

f HX CLout

( )
(

max

,
max

, ,
max� ff HX CLin, ,

min )
 

(10.67)

Hence, the energy collected by the solar absorber can be fully utilized by the 
AGMD module if ϕutil ≤ 1 and the excess heat need to be stored when ϕutil > 1. From 
Figure 10.5, it can be observed that I(t)max = 1320 W/m2. On the basis of Equation 
10.62, one could deduce � �m mf MD f MD

N
,

max
,. .= =1 1 1237 5kg/h. Moreover, from the model 

description given in Section 10.4.1, it is reasonable to assume that Tf HX CLout, ,
max = °9 C0  

and Tf HX CLin, ,
min = °25 C. For a given ϕutil, the calculation for the solar absorber size is 

simply straightforward according to Equation 10.67. For example, the absorber area 
for ϕutil = 1 should be ASA = × × − × =( . ( ) ) . .1237 5 4200 90 25 1320 3600 0/ 71 9m2  
For the sake of completeness, all model parameters and variables used in the case 
studies are also listed in Table 10.2.

Given an AGMD module size, the solar absorber can be sized on the basis of 
Equation 10.67. By adopting the aforementioned thermal storage tank and distillate 
tank, the temporal flexibility indices of Configurations I and II can be computed 
for different utilization ratios. Table 10.3 summarizes the corresponding optimiza-
tion results. It can be seen that when ϕutil ≤ 1 the same flexibility indices can be 
obtained with both configurations. This is because the absorbed solar energy is con-
sumed almost immediately and completely, therefore, the thermal storage tank in 
Configuration I is not needed at all, that is, rf,ST = 0. On the other hand, one can see 
that rf,ST = 1 if ϕutil > 1, which implies that the thermal storage tank is fully utilized for 
storing the excess solar energy acquired during daytime operation in Configuration I. 

Q8
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table 10.2
Model parameters and Variables
symbol definition Value Classification

Tf SAout,
max Maximum allowable outlet temperature of solar 

absorber
100°C d

Mf,SA Total mass of operating fluid in solar absorber – d
LSA Length of absorber tube – d
ASA Exposed area in solar absorber – d

Cpf
L Heat capacity of operating fluid 4200 J/kg°C d

Mf,ST Total mass of operating fluid in thermal storage 
tank

10,000 kg d

�mf STL,
Mass flow rate in thermal loop 36,000 kg/h d

Tf HX CL, , in
Cold fluid inlet temperature of heat exchanger 25°C d

AMD Membrane area of standard AGMD module 10 m2 [36] d
nAGMD Total number of standard AGMD modules – d
STEC Specific Thermal Energy Consumption 14,000 kJ/kg [36] d
Tf HX CLout, ,

max Maximum cold fluid outlet temperature of heat 
exchanger 

90°C d

ρ f
L Distillate density 1000 kg/m3 d

ADT Cross-sectional area of distillate tank 0.35 m2 d
hDT,low Lower bound of liquid height in distillate tank 0 m d
hDT,high Upper bound of liquid height in distillate tank 2.14 m d
ϕutil

Energy utilization ratio To be selected d
I(t)max Maximum solar irradiation rate per unit area 1320 W/m2 d
�mf MD,

max Maximum mass flow rate in membrane 
distillation loop

1237.5 kg/h d

Tf HX CLin, ,
min Minimum cold fluid inlet temperature of heat 

exchanger 
25°C d

Tf SAin,
Inlet temperature of solar absorber – x

Tf SAout,
Outlet temperature of solar absorber – x

mf,SA
Mass flow rate of operating fluid in solar absorber – x

Tf STin,
Inlet temperature of thermal storage tank – x

Tf STout,
Outlet temperature of thermal storage tank – x

�mf ST,
Throughput of thermal storage tank – x

rf,ST
Flow ratio for thermal storage tank – x

�mf HX HL, ,
Mass flow rate of hot fluid in heat exchanger – x

Tf HX HLin, ,
Hot fluid inlet temperature of heat exchanger – x

Tf HX HLout, ,
Hot fluid outlet temperature of heat exchanger – x

Tf HX CL, , out Cold fluid outlet temperature of heat exchanger – x

hDT
Liquid height in distillate tank – x

�mf DTin,
Inlet flow rate of distillate tank – x

Nmem
Distillate flux through AGMD membrane – x

�mf MD,
Mass flow rate in membrane distillation loop 4500 kg/h (nominal) z

I Solar irradiation rate per unit area – θ
�mf DTout,

Outlet flow rate of distillate tank – θ
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Note that, although rf,ST is allowed to assume a real value between 0 and 1 in this 
situation, this optimal operating policy is adopted mainly to avoid violating the tem-
perature upper bounds in Equations 10.53 and 10.63.

Notice that the information of the active constraint in each optimum solution can 
also be found in Table 10.3. When ϕutil < 1, the consumed energy may not be enough 
to meet the demand; hence, the distillate tank is expected to be empty sometimes. 
The optimization results of the corresponding two cases are analyzed below:

 1. Let us first consider Case 1 when ϕutil = 0.785. Note that FIt = 0 in this case, 
that is, no deviations from the nominal parameters are allowed for both 
configurations. This is due to the fact that the nominal absorption rate of 
solar energy is just enough to meet the nominal demand by maximizing the 
control variable �mf MD,  at all times.

 2. Let us next consider Case 2 when ϕutil = 0.955. Note that FIt = 1 in this 
case, that is, the expected deviations from the nominal parameters can be 
exactly accommodated in both configurations. To validate this prediction, 
the worst-case scenario (which is corresponding to the lower bound of solar 
irradiation rate and the upper bound of water demand rate) has been numeri-
cally simulated with Simulink® (The Mathworks, Inc., 2012). The Simulink 
program was built according to Equations 10.52 through 10.66 and also the 
parameter values listed in Table 10.2. To facilitate the simulation run, three 
time profiles were adopted as inputs, that is, (1) the lower limit of the solar 
irradiation profile in Figure 10.5, (2) the upper limit of the water demand 
profile in Figure 10.6, and (3) the control variable �m tf MD, ( ) obtained by 
solving the temporal flexibility index model. The simulated temperature of 
operating fluid at the exit of the solar absorber (i.e., Tf SAout, ) and also that of 
seawater at the exit of the heat exchanger (i.e., Tf HX CLout, , ) are both plotted 
in Figure 10.7. It can be clearly observed that, both temperatures are always 
well below their respective upper bounds. The corresponding water level 
in the distillate tank can also be found in Figure 10.8. Note that the tank is 

Q9

table 10.3
optimization results

Case no. 1 2 3 4 5 6 7

Configuration ϕutil 0.785 0.955 1 1.16 1.28 1.385 1.576

FIt 0 1 1.24 1.65 1.65 1 0

I rf,ST (day) 0 0 0 1 1 1 1

gj = 0 hDT,low hDT,low hDT,low hDT,low hDT,high hDT,high hDT,high

�mf MD, factor
 

1.1 1.1 1.1 1.1 0.9 0.9 0.9

FIt 0 1 1.24 1 0 inf Inf

II rf,ST (day) 0 0 0 0 0 N/A N/A

gj = 0 hDT,low hDT,low hDT,low Tf SAout,
max Tf SAout,

max N/A N/A

�mf MD, factor
 

1.1 1.1 1.1 1.1 1.1 N/A N/A
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just emptied at the end of 24 h. This observation essentially confirms the 
optimization result of FIt = 1 for both configurations. Thus, if the desired 
value of temporal flexibility index is one, Configuration II should be chosen 
since the equipment cost of thermal storage facility can be saved.

 3. In Case 3 when ϕutil = 1, notice that the optimization results are still the same 
for both configurations, that is, rf,ST = 0 in daytime operations and FIt = 1.24. 
If the target value of temporal flexibility index is 1, then Configurations I 
and II in this case are both slightly overdesigned since FIt > 1. However, if 
a higher operational flexibility is called for in the design, then there is an 
incentive to consider additional cases where the solar absorbers are larger, 
that is, ϕutil > 1. Following are the corresponding case studies:
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Figure 10.8 The time profiles of hDT for both configurations in the worst-case scenario 
(ϕutil = 0.955).
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case scenario (ϕutil = 0.955).
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 4. In Case 4 (ϕutil = 1.16), Configuration I can be made more flexible (FIt = 1.65) 
by operating the thermal storage tank, that is, rf,ST = 1. The corresponding 
worst-case scenario can be simulated and the time profiles of three critical 
variables, that is, T Tf SA f HX CLout out, , ,, , and hDT, can be found in Figures 10.9 
and 10.10. On the other hand, note that the temporal flexibility index of 
Configuration II equals one. This is because, since there is no thermal stor-
age capacity, the exit temperature of the solar absorber ( ),Tf SAout

 reaches its 
upper limit at a certain instance during daytime operation. The correspond-
ing system behavior can be characterized with Figures 10.11 and 10.12.

 5. In Case 5 (ϕutil = 1.28), the temporal flexibility index of Configuration I can 
be raised to 1.65 and the active constraint is now associated with the upper 
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Figure 10.9 The time profiles of T SAoutf ,  and Tf HX CLout, ,  for Configuration I in the worst-case 
scenario (ϕutil = 1.16).
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Figure 10.10 The time profile of hDT for Configuration I in the worst-case scenario 
(ϕutil = 1.16).

K23873_C010.indd   257 28-10-2014   17:43:17



258 Synthesis, Design, and Resource Optimization in Batch Chemical Plants

bound of water level in the distillate tank, that is, hDT ≤ hDT,high. This is obvi-
ously due to the fact that the solar energy is introduced at a rate that is much 
faster than the consumption rate of thermal energy. On the other hand, note 
that FIt = 0 for Configuration II. This drastic reduction of flexibility can 
also be attributed to the high intake rate of solar energy. Since there is no 
thermal storage tank, it is very difficult to keep the exit temperature of the 
solar absorber ( ),Tf SAout

 below 100°C.
 6. In Case 6 (ϕutil = 1.385) and Case 7 (ϕutil = 1.576), the selected solar absorb-

ers are larger than those used in the other cases. Since more water is 
produced in Configuration I while the size of distillate tank remains the 
same in either Case 6 or 7, the resulting flexibility index becomes much 
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Figure 10.11 The time profiles of Tf SAout,  and Tf HX CLout, ,  for Configuration II in the worst-
case scenario (ϕutil = 1.16).
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lower than that achieved in Case 5. On the other hand, note that FIt = 0 for 
Configuration II in Case 5. Thus, any further increase in the utilization ratio 
inevitably renders Configuration II infeasible.

If there is a need to make the SMDDS system even more flexible (FIt > 1.65), one 
can deduce from Case 5 that this goal can be reached by relaxing the active con-
straint, that is, by enlarging the thermal storage tank (Mf,ST ≥ 10,000 kg) and also the 
distillate tank (hDT,high ≥ 2.143 m). Finally, it should be noted that the temporal flex-
ibility may be further enhanced by introducing additional structural modifications, 
for example, by operating more than one thermal storage tank in parallel. The merits 
of these new configurations can be easily assessed on the basis of the proposed tem-
poral flexibility analysis.

10.5 ConCluding reMarKs and unsettled issues

Three different types of flexibility analyses are discussed in this chapter with empha-
ses on their model formulations and solution strategies. Specifically,

 1. For the steady-state flexibility analysis, the available basic formulation 
(Swaney and Grossmann, 1985a, b) is presented for quantifying the ability 
of any continuous process to maintain feasible operation under uncertainty 
influences. Two main strategies are described for solving the correspond-
ing multilevel optimization problems. On the basis of KKT conditions for 
the lower levels, a single-level formulation can be derived to compute the 
steady-state flexibility index FIs. Another approach to achieve the same 
purpose is the so-called vertex method, which is valid if the solution lies 
on one of the vertices of the feasible region T(δ) in the parameter space 
(Halemane and Grossmann, 1983). This method can also be further simpli-
fied when physical insights (Chang et al., 2009) are available for eliminat-
ing the unlikely candidates (Li and Chang, 2011).

 2. The conventional formulation for the dynamic flexibility analysis 
(Dimitriadis and Pistikopoulos, 1995) is also described briefly in this chap-
ter. Since the system dynamics are characterized with DAEs in the model 
constraints, the required solution strategies must be devised accordingly. In 
the first approach, a discretization method, for example, the DQ (Bellman 
et al., 1971, 1972), is adopted to convert the DAEs into a system of alge-
braic equations and solve the resulting model with existing strategies for the 
steady-state flexibility analysis. On the other hand, the KKT conditions can 
also be derived via calculus of variation to produce the dynamic version of 
the active set method.

 3. For the temporal flexibility analysis, a novel concept of temporal flexibility 
has been developed to address the practical issues caused by short-term dis-
turbances that may occur in operating the batch chemical plants. A generic 
mathematical programming model is formulated accordingly for character-
izing the corresponding performance measure. The solution strategies in this 
case are essentially the same as those for the dynamic flexibility analysis.
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The usefulness of the above analyses is demonstrated with a realistic applica-
tion, that is, the SMDDS design problem where several design alternatives are evalu-
ated according to their temporal flexibility indices. Although satisfactory results are 
obtained in this work, there are still several unsettled issues which require further 
attention. Specifically,

 1. In the case of the steady-state flexibility analysis, the uncertain parameter 
space is characterized according to Equation 10.8, that is, it is a hypercube 
bound by the following inequality constraints:

 θ θ θ θ θN N− ≤ ≤ +− +∆ ∆

   However, this space may be generalized to any region bound by

 ψ θ( ) ≤ 0

   where ψ(θ) is a vector of linear or nonlinear functions of θ.
 2. Lai and Hui (2008) have developed a promising flexibility metric which 

was referred to as the volumetric flexibility (FIv). It is defined according 
to the hypervolume ratio of the feasible region and the region containing 
all possible combinations of expected uncertain parameters. In certain 
applications, this index is believed to be capable of providing more reli-
able assessments of the system performance with relatively mild com-
putation requirements. Since it was developed only for the steady-state 
processes, there seems to be a need for extending this approach for the 
dynamic problems.

 3. The discretization strategy for solving dynamic flexibility index problems 
needs further improvement so as to enhance computational efficiency. 
The conventional DQ method (Bellman et  al., 1971, 1972; Quan and 
Chang, 1989a, b) has been adopted with arbitrarily chosen grid points and 
elements. The computation loads were quite heavy, which is considered 
necessary to develop a systematic strategy to determine the minimum 
numbers of grid points and elements, the proper grid spacing, and the 
optimal element length(s) for solving the dynamic and temporal flexibility 
index models.
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