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A B S T R A C T

Extensive studies have already been performed in the past to integrate more than one ‘green’ energy source, e.g., solar, wind and hydrogen, for power generation. For actual operation in a realistic environment, such a hybrid process must be fully functional despite random fluctuations in energy supplies and power demands. A common option for accommodating the uncertain disturbances and their cumulative effects is to introduce battery into a properly structured system. However, by using an ad hoc approach, these schemes may be either overdesigned or inoperable. A generic mathematical programming model is thus adopted in the present study to compute a so-called temporal flexibility index for use as a performance measure. In order to demonstrate the usefulness of this assessment criterion, a large collection of photovoltaic–fuel cell (PVFC) systems can be configured for a specific application and then compared accordingly so as to identify the best combination of energy supply ratio and battery capacity. A MATLAB/Simulink simulation program has also been developed in this work to validate these design decisions.
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1. Introduction

As the alternatives to fossil fuels, various renewable energy sources, such as solar, wind and hydrogen, etc., have attracted increasing attention in recent years. Among the currently viable options, the photovoltaic (PV) generator that directly converts solar energy into electricity has often been utilized in low-power applications. The incentives of this choice are multifaceted, such as being inexhaustible and carbon free, silent, without moving parts, and with size-independent electric conversion efficiency, etc. However, it is also widely recognized that the PV generator alone is not suitable for off-grid applications due to the uncertain nature of solar irradiation. One way to overcome this practical problem is to configure a hybrid power system driven by the solar energy and also at least one other more stable source [1]. The fuel cell (FC) is clearly a good candidate since it is blessed with high efficiency and quick response [2] and its applicability has already been successfully demonstrated. Although numerous studies on the optimization, modeling and design of the photovoltaic–fuel cell (PVFC) systems have already been carried out, e.g., see El-Aal [3], Li et al. [4] and Tesfahunegn [5], none of them considered the important issue of operational flexibility. According to the literature review conducted by Banos et al. [6], the published optimization studies on the renewable/sustainable energy systems have never incorporated any form of flexibility indicator as the objective function. Finally, Bajpai and Dash [7] also reviewed numerous works on the hybrid systems for power generation in stand-alone applications, but identified no procedures for quantifying system flexibility.

Although incorporation of a large enough battery usually facilitates resilient operation [1], it is important to optimally allocate the capacities of individual components in the PVFC system so as to avoid overdesign. For this purpose, a quantitative flexibility measure is adopted in the present study to reflect the ability of a given system to maintain feasible operation despite uncertain variations in the process parameters [8]. Swaney and Grossmann [9,10] proposed a mixed-integer nonlinear program to calculate the steady-state flexibility index (Fls) for the continuous processes. As suggested later by Dimitriadis and Pistikopoulos [8], the operational flexibility of a dynamic system should be determined in a similar fashion. By adopting a set of differential algebraic equations (DAEs) as the equality constraints, they developed a modified formulation for computing the dynamic flexibility index (Fl_d). Clearly this practice is more rigorous than that based on the steady-state model since, even for a continuous process, the operational flexibility cannot be adequately characterized without accounting for the transient dynamics.

In the above dynamic flexibility analysis, the nominal values of uncertain parameters and the anticipated positive and negative deviations in these parameters were assumed to be available at
every instance over the entire operation horizon. The corresponding flexibility index can be uniquely determined on the basis of a dynamic system model and also such a priori information. However, while the unexpected fluctuations in process parameters may render an ill-designed system inoperable at certain point in time, their cumulative effects can also result in serious consequences. The latter scenario has been ignored in computing $F_{It}$. In a recent study, Adi and Chang [11,12] developed a generic mathematical program to compute a temporal flexibility index ($F_{It}$) for quantifying the system’s ability to buffer both instantaneous and accumulated changes in process parameters. This upgraded performance measure is utilized as a design criterion for identifying realistic PFVC system configurations in the present study.

The rest of the paper is organized as follows. The mathematical models of PVFC system are first presented in the next section. In Section 3, the novel concept of temporal flexibility is outlined and a generic programming formulation (for computing $F_{It}$) is also given. A series of case studies have been performed to validate the simulation results on the PVFC system in Fig. 1 are thoroughly analyzed and discussed in Section 4. Finally, conclusions are drawn in Section 5.

2. Mathematical model of PVFC system

As shown in Fig. 1, a PVFC system is basically made of three components, i.e., a solar module, a polymer electrolyte membrane (PEM) fuel cell, and a battery. If the solar and fuel cells collectively generate more power than the load requires, the excess current is diverted towards the battery and subsequently stored for later use. The mathematical models of these basic units are presented below:

- Photovoltaic cells

The photovoltaic module typically consists of several cells connected in series. The conventional modeling approach is to describe the p–n junction physics in the form of equivalent circuits. A typical version of this circuit is given in Fig. 2 [13] and the cell current $I_{PV}$ can be calculated accordingly, i.e.

$$I_{PV} = I_{ph} - I_{d1} - I_{d2} - I_p$$

(1)

where, $I_{ph}$ denotes the light-generated current (which is a function of solar radiation and cell temperature); $I_{d1}$ denotes the diffusion current from the base to emitter layers; $I_{d2}$ represents the effect of the generation and re-combination current in the junction space charge region; $I_p$ represents the current flowing through the shunt resistance ($R_s$), which can be viewed as the effect of leakage current flowing across the junction between the n and p layers. Notice also that, in this equivalent circuit, the series resistance $R_s$ is used to represent the losses due to current flowing through the highly resistive emitter and contacts, and $V$ and $I$ denote the terminal voltage and current of the solar cell, respectively.

Explicit formulas for computing the right-side terms of equation (1) are outlined below. Specifically,

1. $I_{ph}$:

$$I_{ph} = I_{phref}S_{ref} \left[ 1 - \alpha \left( T_c - T_{cref} \right) \right]$$

(2)

where, $I_{phref}$ (= 8.21 A) denotes the photocurrent at the standard testing condition (i.e., the irradiation rate of 1000 W/m$^2$ at the solar spectrum of AM 1.5 and the cell temperature of 25 °C); $S$ denotes the solar irradiation rate and $S_{ref}$ is its reference value (= 1000 W/ m$^2$); $\alpha$ is the current temperature coefficient (= 0.0032 A/°C); $T_c$ and $T_{cref}$ represent the cell temperature and its reference level (= 25 °C), respectively.

2. $I_{d1}$:

$$I_{d1} = k_s T_c^3 \exp \left( - \frac{E_g}{n_1 k T_c} \right) \left[ \exp \left( \frac{V + IR_s}{n_1 V_t} \right) - 1 \right]$$

(3)

where, $k_s$ represents the photocurrent losses due to charge carrier diffusion (which can be obtained by parameter fitting to the $I$–$V$ characteristics); $n_1$ denotes the diode ideality factor (which is usually set to 1); $E_g$ denotes the material bandgap energy (= 1.12 eV for silicon); $V_t$ denotes the thermal voltage, which is a function of the cell temperature $T_c$, the Boltzmann’s constant ($k = 1.38 \times 10^{-23}$) and the charge of the electron ($q = 1.6 \times 10^{-19}$), i.e., $V_t = kT_c/q$.

3. $I_{d2}$:

$$I_{d2} = k_s T_c^{5/2} \exp \left( - \frac{E_g}{n_2 k T_c} \right) \left[ \exp \left( \frac{V + IR_s}{n_2 V_t} \right) - 1 \right]$$

(4)

Fig. 1. Hybrid power generation system.

Fig. 2. Equivalent circuit of a solar cell [13].
where, \( k_r \) reflects the photocurrent losses due to charge carrier recombination (which can be obtained by parameter fitting to the \( I–V \) characteristics as well); \( n_2 \) denotes another diode ideality factor (which is usually set to 2).

4. \( I_p \):

\[
I_p = \frac{V + IR_s}{R_p} 
\]  
(5)

The two-diode model can be simplified into the one-diode model in which \( I_{L2} \) is omitted according to Shockley theory [14,15]. Thus the cell current in equation (1) becomes:

\[
I_{PV} = I_{ph} - I_{d1} - I_p
\]  
(6)

Since \( R_p \) is usually very large and \( R_s \) is very small, \( I_p \) can be ignored in equation (6) and the resulting simplified one-diode model is

\[
I_{PV} = I_{ph} - I_{d1}
\]  
(7)

Equations (1), (6) and (7) are widely accepted as the models for PV system design and performance analysis [13]. In particular, equation (7) is used as the main model for PV module in the current work.

- Fuel cells

In an operating fuel cell, the actual voltage \( U_{FC} \) should be lower than its open-circuit voltage \( U_{OCV} \) due to various irreversible mechanisms. Specifically, these losses are originated from (1) the activation overpotential \( \eta_{act} \), (2) the concentration overpotential \( \eta_{conc} \) and (3) the Ohmic overpotential \( \eta_{ohm} \). The actual cell voltage should therefore be expressed as [16]:

\[
U_{FC} = U_{OCV} - \eta_{act} - \eta_{conc} - \eta_{ohm}
\]  
(8)

The open-circuit voltage \( U_{OCV} \) can be represented as a change in Gibbs free energy due to the reaction between hydrogen and oxygen. At conditions different from the standard conditions, it is given by:

\[
U_{OCV} = 1.2297 + (T_{FC} - 298.15) \frac{\Delta G_o}{2F} + \frac{RT_{FC}}{2F} \ln \left( \frac{p_{H_2} \times p_{O_2}^{1/2}}{p_o^{1/2}} \right)
\]  
(9)

where, \( \Delta G_o \) is the change in Gibbs free energy at standard condition; \( R \) denotes the gas constant whose value is 8.314 \( \text{J K}^{-1} \text{ mol}^{-1} \); \( p_{H_2} \) is the partial pressure of hydrogen; \( p_{O_2} \) is the partial pressure of oxygen; \( p_o \) is the operating pressure; \( F \) is the Faraday’s constant \( (=9.648 \times 10^{-4} \text{ C/mol}) \); \( T_{FC} \) is the fuel cell temperature. Based on the ideal gas law and the principle of mole conservation, the partial pressures of hydrogen \( (p_{H_2}) \) and oxygen \( (p_{O_2}) \) associated with reactant flow rates at the anode and cathode along with the cell current are modeled as follows [17]:

\[
\frac{dp_{H_2}}{dt} = \frac{RT_{FC}}{V_{anode}} \left[ F_{H_2} - k_{anode} (p_{H_2} - p_{H_2,in}) - \frac{15}{F} I_{FC} \right]
\]  
(10)

\[
\frac{dp_{O_2}}{dt} = \frac{RT_{FC}}{V_{cathode}} \left[ F_{O_2} - k_{cathode} (p_{O_2} - p_{BPR}) - \frac{7.5}{F} I_{FC} \right]
\]  
(11)

where, \( V_{anode} \) and \( V_{cathode} \) denote the volumes of anode and cathode respectively; \( F_{H_2} \) and \( F_{O_2} \) denote the molar flow rates of hydrogen and oxygen respectively; \( k_{anode} (=6.5 \times 10^{-2} \text{ mol/s atm}) \) and \( k_{cathode} (=6.5 \times 10^{-2} \text{ mol/s atm}) \) represent the flow constants of anode and cathode, respectively; \( p_{BPR} \) is the cell back pressure (=1 atm).

The activation overpotential of a fuel cell \( (\eta_{act}) \) can be attributed to the slowness of the reactions that take place on the surface of the electrodes. The electrode activation of a fuel cell can be described by the Butler–Volmer equation [18]:

\[
j = j_0 \exp \left( \frac{2\beta F}{RT_{FC}} \eta_{act} \right) - \exp \left( \frac{2(1 - \beta) F}{RT_{FC}} \eta_{act} \right)
\]  
(12)

where, \( \beta \) is the transfer coefficient (=0.25); \( j \) is the electrical current density; \( j_0 \) is the exchange current density on the catalytic surfaces and it is closely related to the operation temperature and the reactant concentration [19,20], i.e.,

\[
j_0 = j_0^{ed} (C_{O_2})^\beta (C_{H_2O})^{1-\beta} \exp \left( \frac{-\Delta G}{R} \left( \frac{298.15 T_{FC}}{298.15 - T_{FC}} \right) \right)
\]  
(13)

where, \( C_{O_2} \) and \( C_{H_2O} \) denote the concentrations of oxygen and water vapor respectively; \( j_0^{ed} \) is the standard exchange current density; \( \Delta G \) is the change in Gibbs free energy.

On the other hand, the concentration loss is related to the drop of concentration level in the gas channels. The fuel and oxidant are consumed at the surface of the electrodes. The incoming gas must then take the place of the used reactant. The concentrations of fuel and oxidant are reduced at the various points in the gas channels to levels lower than those at the inlet valve of the stack. These losses become significant at higher currents when the consumption rates of fuel and oxidant are higher and the concentrations in the gas channel are at minima.

\[
\eta_{conc, anode} = \frac{RT_{FC}}{2F} \ln \left( 1 - \frac{j_{anode}}{J_L} \right)
\]  
(14)

\[
\eta_{conc, cathode} = \frac{RT_{FC}}{4F} \ln \left( 1 - \frac{j_{cathode}}{J_L} \right)
\]  
(15)

where, \( \eta_{conc, anode} \) and \( \eta_{conc, cathode} \) respectively denote the concentration overpotentials in anode and cathode; \( j_{anode}, j_{cathode} \) and \( J_L \) are the anode, cathode, and internal current density respectively.

Finally, the Ohmic losses are associated with the resistances due to (i) the flow of electrons (electrical current) through the electrical conductors and (ii) the flow of protons (ionic current) in the electrolyte membrane [21]. The former overpotential follows the Ohm’s law:

\[
\eta_{ohm, e} = \frac{I_{FC} R_{Rec}}{J_L}
\]  
(16)

where, \( I_{FC} \) is the current density flowing through the cell and \( R_{Rec} \) is the equivalent electrical resistance. As for the Ohmic loss due to the transport of the protons in the electrolyte membrane, its overpotential \( (\eta_{ohm, m}) \) can be expressed as:

\[
\eta_{ohm, m} = \frac{I_{FC} R_{dc}}{J_L}
\]  
(17)

where \( R_{dc} \) is the ionic resistance in the electrolyte membrane, which can be calculated as follows:

\[
R_{dc} = \frac{d_e}{\sigma_{dc} A_c}
\]  
(18)
where, \( d_e \) denotes the electrode gap width; \( A_e \) denotes the cross-section area of the electrolyte body; \( \sigma_m \) is the ionic conductivity of the electrolyte membrane. The ionic conductivity of the electrolyte membrane is calculated according to the following formula [22,23]:

\[
\sigma_m = (0.005139 - 0.00326) \exp \left[ 1268 \left( \frac{1}{303} - \frac{1}{7} \right) \right]
\]  

(19)

where, \( \lambda \) \((= 0.043 + 17.8\phi - 39.85\phi^2 + 36.6\phi^3)\) is the water content of the electrolyte membrane; \( \phi \) is the activity of water vapor. Thus, the total Ohmic overpotential in the fuel cell can be represented by:

\[
\eta_{ohm} = \eta_{ohm.e} + \eta_{ohm.m}
\]  

(20)

If the hydrogen input and operating temperature of FC module is kept constant, the FC module current can be approximated by \( I_{FC} = K_{FC}I_{fl} \), and \( K_{FC} = 1.531 \text{ Ah/kmol} \) is an empirical constant for FC module current.

**Battery**

The discharge model of Li-ion battery is adopted from Tremblay and Dessaint [24], which accurately depicts the voltage dynamics when the current varies. The battery voltage is characterized as:

\[
V_{\text{batt}} = E_0 - V_{\text{pol}}it - R_i h_{\text{batt}} + A \exp(-Bt) - R_{\text{pol}} h_{\text{batt}}
\]  

(21)

where, \( V_{\text{batt}} \) denotes the battery voltage; \( E_0 \) is a reference constant \((-12 \text{ V})\); \( V_{\text{pol}} = K_{Q}/Q \) is the polarization voltage; \( R_p = K_{Q}/Q \) is the polarization resistance; \( K_Q = 0.0076 \Omega \) and \( K_Q = 0.0076 \Omega \) denote the polarization voltage and resistance constants respectively; \( Q \) is the battery capacity \((= Ah)\); \( A \) is the exponential zone amplitude \((-12.9646 \text{ V})\); \( B \) is the inverse of zone time constant \((-0.294783 \text{ A})\); \( R_i \) is the internal resistance \((=0.02 \Omega)\); \( h_{\text{batt}} \) denotes the battery current; \( h_{\text{batt}}^l \) denotes the filtered current which determined using the first order low-pass filter; it = \( \frac{d}{dt} h_{\text{batt}} \) represents the actual battery charge or

\[
\frac{d}{dt} h_{\text{batt}} = h_{\text{batt}}
\]  

(22)

On the other hand, note that the voltage increases rapidly when the Li-ion batteries reaches the full charge. This phenomenon is modeled with the polarization resistance term. In the charge mode, the polarization resistance increases until the battery is almost full (it \( \approx 0 \)). Above this point, the polarization resistance should rise abruptly. Instead of the polarization resistance in the discharge model, i.e., equation (19), the polarization resistance should be expressed as:

\[
R_{\text{pol}} = K_{\text{RT}} Q
\]  

(23)

Note that, when it \( \rightarrow 0 \), the polarization resistance clearly should approach infinity. However, this is not exactly the case in practice. Experimental results have shown that the contribution of the polarization resistance is shifted by about 10% of the capacity of the battery. In the charging model, instead of the last term on the right side of equation (19), the polarization resistance should actually be replaced by:

\[
R_{\text{pol.charge}} = K_{\text{RT}} Q / (it - 0.1Q)
\]  

(24)

More specifically, the charging model used in the present study can be expressed as:

\[
V_{\text{batt}} = E_0 - V_{\text{pol}}it - R_i h_{\text{batt}} + A \exp(-Bt) - R_{\text{pol.charge}} h_{\text{batt}}
\]  

(25)

The corresponding state of charge (SOC) is then formulated as:

\[
\text{SOC} = 100 \left( 1 - \frac{\text{it}}{Q} \right)
\]  

(26)

Finally, three sets of additional constraints must also be imposed, i.e., (1) the minimum no-load battery voltage is 7 V and the maximum battery voltage is 3\( E_0 \), (2) the minimum capacity of the battery is 0 Ah and the maximum capacity is \( Q \), and (3) the maximum discharge current is \( i_{\text{max}} = 120\text{I}_{\text{nom}} \).

### 3. Temporal flexibility analysis

To facilitate clear explanation of the temporal flexibility concept, let us first review the conventional formulations for flexibility analysis. For illustration convenience, the following label sets should be defined:

\[
I = \{ i | \text{i is the label of an equality constraint} \}
\]  

(27)

\[
J = \{ jj | \text{jj is the label of an inequality constraint} \}
\]  

(28)

The general design models adopted for the continuous processes can be expressed accordingly as:

\[
f_i(d, z, x, \theta) = 0, \quad \forall \ i \in I
\]  

(29)

\[
g_j(d, z, x, \theta) \leq 0, \quad \forall \ j \in J
\]  

(30)

Note that only algebraic constraints are considered here. In addition, with a set of nominal parameter values in vector \( \theta^N \) and the corresponding expected deviations in the positive and negative directions \( (\Delta \theta^+ \text{ and } \Delta \theta^-) \), the uncertain parameters can be constrained as:

\[
\theta^N - \delta \Delta \theta^- \leq \theta \leq \theta^N + \delta \Delta \theta^+
\]  

(31)

where, \( \delta \) is a positive scalar variable to be maximized in the steady-state flexibility index model [9,10].

Dimitriadis and Pistikopoulos [8] later developed an improved version for computing the dynamic flexibility index as follows.

\[
\text{Fl} = \max \ \delta
\]  

(32)

subject to

\[
f_j(d, z(t), x(t), \theta(t)) = 0 \quad \forall \ t \in [0, T]
\]  

(33)

max \min \max g_{ij}(d, z(t), x(t), \theta(t), t) \leq 0

\[
\theta(t), x(t), \theta(t) \quad \forall \ j \in J
\]  

(34)

\[
\theta^N(t) - \delta \Delta \theta^-(t) \leq \theta(t) \leq \theta^N(t) + \delta \Delta \theta^+(t)
\]  

(35)

where, \( f_j \) is the \( j \)th equality constraint in the design model (e.g., the dynamic mass or energy balance equation for a processing unit); \( g_{ij} \) is the \( j \)th inequality constraint (e.g., a capacity limit); \( d \) represents a vector which contains the design variables corresponding to the structure and equipment sizes of the plant; \( z \) denotes a vector which contains the control variables that can be adjusted during operation, e.g., flows and utility loads; \( x \) is a vector which contains the state variables that define the system, e.g., concentrations, temperatures and voltages; \( \theta \) denotes the vector.
which contains the uncertain parameters, e.g., the solar irradiation rate and power demand rate, etc. Finally, it is assumed that the operation horizon and the initial states are given, i.e., $t \in [0, H]$ and $x(0) = x^0$.

As mentioned before, to facilitate more realistic temporal flexibility analysis, it is necessary to consider both instantaneous and cumulative effects of uncertain disturbances. For this purpose, the aforementioned model must be further improved. Specifically, by keeping equations (32)–(35) intact, two types of uncertain parameters are introduced according to the following definitions.

$$
\mathbf{0} = \begin{bmatrix} 0_1 \\ 0_2 \end{bmatrix} \quad (36)
$$

$$
\dot{\mathbf{0}}_2 = \mathbf{0}_1 \quad (37)
$$

This modified optimization problem, i.e., equations (32)–(37), can be handled with a straightforward solution strategy. In particular, all differential equations in (33) and (37) are first converted to a system of algebraic equations according to a credible numerical discretization technique and the resulting optimization problem is then solved with any existing algorithm for the steady-state flexibility analysis, e.g., see Biegler et al. [25]. Since the detailed computation procedure has already been provided in Adi and Chang [11,12,26], it is not repeated here for sake of brevity.

4. Case studies

The case studies presented below are adopted mainly to demonstrate the important role of flexibility analysis in evaluating and synthesizing resilient designs for the hybrid power systems. The model parameters of battery, fuel cell and solar module are presented in Table 1 [27], Table 2 [28], and Table 3 [13], respectively. Since these components are interconnected with an electrical bus, the battery charging/discharging model can be expressed as:

$$
\frac{dI_{\text{batt}}}{dt} = I_{\text{PV}} + I_{\text{FC}} - I_{\text{demand}} \quad (38)
$$

Two time-dependent uncertain parameters are considered in all scenarios, i.e., the solar irradiation rate ($S$) and the power demand ($P_{\text{demand}}$). It is assumed that the solar irradiation rate may vary between $\pm 40\%$ of the nominal level at any time. The reference profile of solar irradiation rate used in all case studies was taken from Fu and Rich [29] and the corresponding power output of a standard PV module can be found in Fig. 3. Since the module size can be adjusted so as to generate a proper design, the corresponding nominal profile was determined by multiplying the solar irradiation rate in Fig. 3 with a scale factor $\gamma_{\text{PV}}$. To confirm the feasibility of the proposed design approach, a series of preliminary cases were first studied with the arbitrarily-selected nominal demand profile given in Fig. 4. It was assumed that 30% positive and negative deviations from this nominal level can be anticipated at any instance. In the second set of test scenarios, the nominal demand profile and the corresponding expected deviations were extracted from realistic data to demonstrate the usefulness of flexibility analysis in practical applications. Finally, the hydrogen feed rate of fuel cell was treated as a control variable and it is allowed to vary between $\pm 20\%$ of a baseline level. In this example, it is assumed that the reference feed rate of a standard cell is 14.4 kmol/h and the corresponding output current is 22.1 A. The baseline level of hydrogen feed rate in each case study was also determined by multiplying the above reference value with another scale factor $\gamma_{\text{FC}}$.

In order to ensure operability, Reeve [30] suggested to use a relatively large energy supply level, i.e.

$$
\phi_{\text{SD}} = \frac{\text{Nominal daily energy supply level}}{\text{Nominal daily energy demand level}} = 1.2 \quad (39)
$$

Note that the denominator can be computed by numerically integrating the power demand profile in Fig. 4. To facilitate quantitative discussions, let us also define:

![Nominal profiles of solar irradiation rate and PV output current for both case study sets.](image-url)
\[ r_{PV} = \gamma_{PV} \times \frac{\text{Time-averaged reference PV power}}{\text{Time-averaged nominal energy supply rate}} \tag{40} \]

\[ r_{FC} = \gamma_{FC} \times \frac{\text{Time-averaged reference FC power}}{\text{Time-averaged nominal energy supply rate}} \tag{41} \]

\[ r_{PV} + r_{FC} = 1 \tag{42} \]

Note that the denominators in equations (40) and (41) can be calculated according to the nominal daily energy supply level calculated according to a preset value of \( \phi_{SD} \) and equation (39). The time-averaged reference PV power in the numerator of equation (40) can be determined by integrating the output current in Fig. 3, multiplying the resulting definite integral by the reference terminal voltage, i.e., 12 V, and then dividing this product by 24 h. The reference FC power in the numerator of equation (39) is calculated by multiplying the output current of fuel cell \( (i_{FC}) \) and the reference terminal voltage i.e., 12 V. Note that the former can be determined according to the empirical relation \( i_{FC} = k_{FC}I_{H2} \), if the hydrogen feed rate is given, where \( k_{FC} \) is the fuel cell current constant, i.e., 1.531 Ah/kmol. By setting the ratio \( r_{PV} \), the two scale factors \( (\gamma_{PV} \text{ and } \gamma_{FC}) \) can be computed on the basis of equations (40) and (41) and, then, the nominal profile of the solar irradiation rate and the baseline hydrogen feed rate can be established accordingly.

### 4.1. Test results obtained with a fictitious demand profile

The values of flexibility index \( F_{It} \) corresponding to the nominal demand profile in Fig. 4 and various different energy supply ratios were first computed by solving the aforementioned temporal flexibility index model for a constant battery size of 6 Ah and the results are summarized in Fig. 5. In the case when \( \phi_{SD} \) is 1.2, it can be observed that the system flexibility can in general be improved by raising \( r_{PV} \) until when it reaches approximately 0.93. Note that solar irradiation is strong in the daytime and the power produced with such a hybrid system should be more than enough for satisfying the immediate power demands during the day. The excess energy generated by the PV module can be stored in the battery and used later to cover the large demand in the evening. Thus, a low \( r_{PV} \) often fails to fulfill this requirement. In other words, the solar energy captured during the day may not be sufficient to cover the night-time demands if the PV module is too small. On the other hand, if \( \phi_{SD} \) is reduced from 1.20 to 1.05, a slightly lower \( F_{It} \) can be anticipated at any value of \( r_{PV} \). It can be observed from Fig. 5 that the profiles of \( F_{It} \) in the range \( 0.01 < r_{PV} < 0.92 \) are quite similar in both cases. The flexibility index drops abruptly to zero when \( r_{PV} \) is just above 0.92 and \( \phi_{SD} = 1.05 \), while \( F_{It} \) reaches 0 when \( r_{PV} \) is above 0.93 and \( \phi_{SD} = 1.20 \).

To verify the optimization results given in Fig. 5, the PVFC systems designed on the basis of the supply/demand ratio \( \phi_{SD} = 1.2 \) were simulated at the extreme conditions in two scenarios, i.e., (1) when the solar irradiation is lowest and the power demand is highest, and (2) the solar irradiation is
highest and the power demand is lowest. It was found that the hydrogen flow rate must be maintained at its upper bound at all time in scenario 1 and, for scenario 2, the other way around. Figs. 6 and 7 show the simulation results obtained with a battery size of 6 Ah and $r_{PV} = 0.4$. From the fact that its flexibility index is 1.16, one can predict that the corresponding PVFC system should function normally over the entire time horizon. The positive current in Fig. 7 means that the battery is in the discharging mode, while a negative value means otherwise. Note also that the discharging current is still well below the maximum allowable value and, thus, the present selection of $r_{PV} = 0.4$ should be considered as overdesign. Ideally the energy supply ratio should be set around 0.3 so as to achieve the flexibility target of $F_{It} = 1$, which implies that the system can always work just well enough under the influence of the anticipated uncertain disturbances.

Let us next consider the system behavior in cases when $r_{PV}$ is small and $\phi_{SD} = 1.2$. Fig. 8 shows the battery terminal voltage when $r_{PV} = 0.2$. Note that the minimum voltage level is reached after a very high current has been drawn from the battery shortly after 18 h and, consequently, $F_{It} = 0.97$ in this case. The same explanation can be adopted if the solar energy supply ratio is even smaller or as $r_{PV} \rightarrow 0.0$.

Finally, note that the flexibility index reaches a maximum when $r_{PV} = 0.9$ and decreases quickly to zero if $r_{PV} > 0.935$. This is because, in the former case, the lowest total power provided by the FC unit and battery in initial time period, i.e., from 0 to 5 h, is just enough to satisfy the maximum possible demand. In this case, the minimum voltage level is reached after the demand current increase at a $t \approx 5$ h. As the power supplied by fuel cell is reduced further to $r_{PV} = 0.935$, even the nominal demand can no longer be met and therefore the corresponding system is inoperable.

The aforementioned analysis has been repeated for other battery sizes and the corresponding results are depicted in Fig. 9 for $\phi_{SD} = 1.2$. It can be clearly observed that an increase in the battery size always results in a higher flexibility index at any given solar energy supply ratio. This is because the active constraint in the optimal solution is mainly associated with the minimum battery voltage, i.e., $7$ V at $t = 18$ h for $r_{PV} = 0.2$, when a large amount of current is drawn from the battery. By increasing the battery size, a larger flexibility index becomes attainable since the maximum discharge current of battery can be raised to a higher level. For the same cut off voltage i.e., $7$ V, one can deduce from Ohm’s law that a higher current is achievable if the internal resistance ($R_i$) can be made lower. This internal resistance can in general be reduced by enlarging the battery capacity, while the corresponding nominal discharge current increased linearly. The above-mentioned trends have been verified in the present study (see Fig. 10) by using the
battery rating feature in Matlab® Simulink® [31] based on the model of Tremblay et al. [27]. To put it another way, with the same active constraint of cut off voltage, i.e., 7 V, the system flexibility should in general be improved with a larger battery size. It should also be noted that, for the smaller battery sizes below 6 Ah, the flexibility index of the system will drop quite linearly for all values of r_{PV}. A flexibility index of 1 is obviously desirable since any anticipated disturbance can be handled in the corresponding system. A larger Fl results in overdesign, while a smaller one implies inoperability. One can easily construct the contour of F_l = 1 on a plane of r_{PV} versus battery size (see for example Fig. 11 for f_{SD} = 1.2) to facilitate identification of a proper hybrid power design in any practical application.

4.2. Test results obtained with a realistic demand profile

As mentioned before, another nominal demand profile was adopted in the second set of case studies for the purpose of demonstrating the usefulness of the proposed approach in realistic applications. Fig. 12 shows the scaled-down load profiles of Taiwan Power Company on a typical day during winter and summer of 2013 [32]. The averaged value between the two is treated as the nominal level at any instance, while the maximum deviation was found to be ±18% from this nominal level. It can also be observed from the data posted on the same website that the load variation is periodic on a daily basis. A thorough flexibility analysis has been performed according to Figs. 3 and 12, and the results are summarized in Fig. 13.

The flexibility indices obtained with f_{SD} = 1.2 and a battery size of 6 Ah are also plotted as a function of r_{PV} in Fig. 14 for both sets of case studies. It can be observed that, in general, the system flexibility increases with r_{PV} until reaching 0.934. This trend is primarily due to the fact that the daytime solar irradiation is strong and, thus, the power produced exceeds the immediate demand at any time during this period. The excess energy generated by the PV module can therefore be stored in the battery for later use. It is also worth noting that, for every combination of battery size and r_{PV}, the F_l obtained with the realistic demand profile is in general significantly higher than that with the fictitious one. By comparing Figs. 4 and 12, it can be seen that this improvement in flexibility clearly results from the less drastic demand variations required in the present case studies. In the preliminary cases presented in Section 4.1, the excess solar energy captured during the day may not be enough to cope with the sudden increase in night-time consumption if the PV module is too small, i.e., F_l < 1 at low r_{PV}. This is obviously not a problem with the smoother demand curve considered in Fig. 12.

To verify the optimization results given in Fig. 13, the PVFC systems designed on the basis of the supply/demand ratio of 1.2 were again simulated by considering the extreme scenarios, i.e., (3) when the solar irradiation is at the lowest level and the power demand is the highest, and (4) the solar irradiation is at the highest level and the power demand is the lowest. It was found that the hydrogen flow rate must be maintained at its upper bound at all

---

**Fig. 12.** The seasonal load curves of Taiwan Power Company in 2013 [32].

**Fig. 13.** Effects of energy supply ratio and battery size on the flexibility index in case study set 2 when f_{SD} = 1.2.

**Fig. 14.** Temporal flexibility index function F_l(r_{PV}) for a battery size of 6 Ah in case study sets 1 and 2 when f_{SD} = 1.2.

**Fig. 15.** Terminal voltage profile with r_{PV} = 0.6, f_{SD} = 1.2 and a battery size of 3 Ah in case study set 2.
time in scenario 3 and, for scenario 4, the other way around. Figs. 15 and 16 show the simulation results obtained with a battery size of 3 Ah and \( r_{PV} = 0.6 \). From the fact that its flexibility index is 1.13, one can predict that the corresponding PVFC system should function normally over the entire time horizon. The positive current in Fig. 15 means that the battery is in the discharging mode, while a negative value means otherwise. Note also that the discharging current is still well below the maximum allowable value and, thus, the present selection of \( r_{PV} = 0.6 \) should be considered as over-design. Ideally the energy supply ratio should be set around 0.4 so as to achieve the flexibility target of \( F_{I_{fl}} = 1 \), which implies that the system can always work just well enough under the influence of the anticipated uncertain disturbances. Based on the load curve in Fig. 12, one can easily construct the contour of \( F_{I_{fl}} = 1 \) on a plane of \( r_{PV} \) versus battery size (see for example Fig. 17 for \( \phi_{SD} = 1.2 \)) to facilitate identification of a proper hybrid power design in the corresponding application.

5. Conclusions

The proposed temporal flexibility analysis has been successfully applied to the PVFC hybrid power generation systems in this work. It can be clearly observed that (1) the operational flexibility is a function of energy supply ratio and battery size and, (2) the cut-off voltage and the maximum discharge current of battery are the most critical constraints. Note also that the time profiles of energy supplies and demand also exert profound impacts on the system operability. From the simulation results obtained in two sets of case studies, one can see that the temporal flexibility analysis can indeed be used as an effective tool to address various design issues quantitatively. While in the future a rigorous cost analysis should obviously be performed, the capital and operating costs of each component can be assumed to be proportional to the equipment size and/or energy consumption level and, therefore, the trade-off between economic and operational incentives can still be assessed qualitatively on the basis of the proposed approach.
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Nomenclature

**Acronyms**

- DAE differential algebraic equation
- FC fuel cell
- FI flexibility index
- PEM polymer electrolyte membrane
- PV photovoltaic
- PVFC photovoltaic–fuel cell
- SOC state of charge
- STC standard testing condition

**Variables**

- \( I_{PV} \) photovoltaic cell current
- \( I_{ph} \) light-generated current
- \( I_{d1} \) diffusion current from the base to emitter layers
- \( I_{d2} \) generation and re-combination current in the junction space charge region
- \( I_{p} \) current flowing through the shunt resistance \( (R_{p}) \)
- \( R_{p} \) shunt resistance
- \( R_{s} \) series resistance
- \( V \) terminal voltage
- \( I \) current
- \( I_{phref} \) photocurrent at the standard testing condition
- \( S \) solar irradiation rate
- \( S_{ref} \) solar irradiation rate reference value
- \( \alpha \) current temperature coefficient
- \( T_{c} \) cell temperature
- \( T_{cref} \) cell temperature reference level
- \( k_{3} \) photocurrent losses due to charge carrier diffusion
- \( n_{1} \) diode ideality factor
- \( E_{g} \) material bandgap energy
- \( V_{t} \) thermal voltage
- \( k \) Boltzmann’s constant
- \( q \) charge of the electron
- \( k_{c} \) photocurrent losses due to charge carrier recombination
- \( n_{2} \) diode ideality factor
- \( U_{FC} \) fuel cells actual voltage
- \( U_{DCV} \) fuel cells open-circuit voltage
- \( \eta_{act} \) activation overpotential
- \( \eta_{conc} \) concentration overpotential
- \( \eta_{ohm} \) ohmic overpotential
- \( \Delta G_{0} \) change in Gibbs free energy at standard condition
- \( R \) gas constant
\( p_{\text{H}_2} \) hydrogen partial pressure
\( p_{\text{O}_2} \) oxygen partial pressure
\( p_0 \) operating pressure
\( F \) Faraday’s constant
\( T_{\text{FC}} \) fuel cell temperature
\( V_{\text{anode}} \) anode volume
\( V_{\text{cathode}} \) cathode volume
\( F_{\text{H}_2} \) hydrogen molar flow rate
\( F_{\text{O}_2} \) oxygen molar flow rate
\( k_{\text{anode}} \) anode flow constant
\( k_{\text{cathode}} \) cathode flow constant
\( p_{\text{BBR}} \) cell back pressure
\( \beta \) transfer coefficient
\( J \) electrical current density
\( J_0 \) exchange current density on the catalytic surfaces
\( C_{\text{O}_2} \) oxygen concentration
\( C_{\text{H}_2}\text{O} \) water vapor concentration
\( j_0 \) standard exchange current density
\( \Delta G \) change in Gibbs free energy
\( \eta_{\text{conc,anode}} \) anode concentration overpotential
\( \eta_{\text{conc,cathode}} \) cathode concentration overpotential
\( j_{\text{anode}} \) anode current density
\( j_{\text{cathode}} \) cathode current density
\( J_i \) internal current density
\( \eta_{\text{Ohm,cell}} \) cell current density
\( R_{\text{eq}} \) equivalent electrical resistance
\( \eta_{\text{Ohm,m}} \) electrolyte membrane Ohmic overpotential
\( R_{\text{mc}} \) electrolyte membrane ionic resistance
\( d_e \) electrode gap width
\( \sigma_{\text{m}} \) electrolyte membrane ionic conductivity
\( \lambda \) electrolyte membrane water content
\( \phi \) water vapor activity
\( k_{\text{FC}} \) FC module current empirical constant
\( V_{\text{batt}} \) battery voltage
\( E_0 \) reference constant
\( V_{\text{pol}} \) polarization voltage
\( R_{\text{pol}} \) polarization resistance
\( K_V \) polarization voltage constant
\( K_R \) polarization resistance constant
\( Q \) battery capacity
\( A \) exponential zone amplitude
\( B \) inverse of zone time constant
\( R_i \) internal resistance
\( I_{\text{batt}} \) battery current
\( I_{\text{f, batt}} \) filtered current
\( i_{\text{act}} \) actual battery charge
\( \text{SOC} \) state of charge
\( i_{\text{max, batt}} \) maximum discharge current
\( i \) set of equality constraints
\( j \) set of inequality constraints
\( f_i \) ith equality constraint
\( g_j \) jth inequality constraint
\( \mathbf{d} \) design variables vector
\( \mathbf{x} \) control variables vector
\( \Theta \) state variables vector
\( \Theta^N \) uncertain parameters vector
\( \Delta \Theta^+ \) positive expected deviations
\( \Delta \Theta^- \) negative expected deviations
\( \tau \) vector of design variables
time
\( H \) operation horizon

\( F_t \) temporal flexibility index
\( \delta \) deviation due to uncertainties
\( P_{\text{demand}} \) power demand
\( \gamma_{\text{PV}} \) photovoltaic cell scale factor
\( \gamma_{\text{FC}} \) fuel cell scale factor
\( r_{\text{PV}} \) photovoltaic cell power ratio
\( r_{\text{FC}} \) fuel cell power ratio
\( \Phi_{SD} \) daily energy supply ratio
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